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Abstract

Many Java programs have sources of non-determinism, where a program depends upon
factors that cannot be controlled. Such sources include (true) random numbers or the
inherent non-determinism in concurrent threads, where the thread schedule is deter-
mined by the environment and varies between executions. This makes classical testing
and fault-finding very inefficient: due to the non-deterministic nature of concurrent
programs, a program run can no longer be reproduced reliably, and a fault may not
manifest itself except under rare circumstances. Therefore the wish arises to test a pro-
gram, under all possible outcomes. Different thread schedules are of primary interest.

The main goal was to create a virtual machine that aims to expose its internal ex-
ecution environment to tools in a consistent, well-documented way. It also includes a
rollback mechanism, that allows establishing checkpoints in program execution, which
can be reverted to in order to test another schedule.

On top of our custom virtual machine, a testing algorithm was implemented that
systematically finds errors resulting from unintended timing dependencies. This work
implements the ExitBlock and the ExitBlock-RW algorithm presented in Derek Bruen-
ing’s master thesis [7]. Both algorithms execute a program or parts thereof on a given
input multiple times, enumerating meaningful schedules in order to cover all program
behaviours. A key challenge is to minimize the number of schedules. ExitBlock and
the ExitBlock-RW achieve this by enumerating possible orders of synchronized regions,
provided the target program follows a mutual-exclusion locking discipline. However,
the number of resulting schedules is still to high. Real programs therefore cannot be ex-
haustively tested as a whole. This thesis presents the implementation of ExitBlock and
ExitBlock-RW in our custom virtual machine, and demonstrates how possible assertion
violations, and most potential deadlocks are discovered.
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Chapter 1

| ntroduction

A concurrent program consists of several threads or processes. A process has its own
program counter, its own stack, register set, and address space. Processes have nothing
to do with each other, except that they may be able to communicate through the sys-
tem’s interprocess communication primitives, such as semaphores, monitors or mes-
sages [3]. In contrast to processes, threads have the same address space which means
they share global variables allowing communication. Threads are sometimes called
lightweight processes [42]. The Java programming language inherently follows the
concept of threads. All Java threads share the same memory and thus all variables of
objects may be accessed from different threads.

The operating system executes threads and processes in parallel. On a uni-processor
machine however, threads do not actually execute in parallel. A uni-processor environ-
ment simulates parallelism by interleaving processes or threads using time-sharing.
Real parallel execution presumes a multi-processing environment.

Concurrency allows to perform multiple computations in parallel and to control
multiple external activities which occur at the same time. It can also increase the
throughput and responsiveness. Enterprise applications increasingly rely on concur-
rency in order to process many user requests at the same time [2]. Graphical user
interfaces often use concurrency as well, so they remain responsive to user interaction
even during a calculation.

The execution order of a concurrent program is nondeterministic due to the ap-
parent randomness in the way threads are scheduled. Different execution orders of
threads or processes may result in different program behaviours. Some of them might
be erroneous. Errors that underlie the timing of threads are called timing-dependent
errors. Due to the nondeterministic nature of concurrent programs, classical testing
techniques for sequential programs are far less effective. Techniques for testing se-
quential programs usually consist of test suites where the target program is run on
different representative sets of input data. Applied to a concurrent program however
only one fraction of the possible schedules is covered. A concurrent program may pass
a traditional test suite in spite of timing-dependent errors. Even if a timing-dependent
error is found, there is no guarantee that the same erroneous behaviour can be repro-
duced by rerunning the same test case with the same input data as the outcome of a
concurrent program is determined by a pair of input and schedule.

Thus, this thesis describes algorithms for exhaustively enumerating possible be-
haviours of a Java program for a given input. Our motivation is to discover all erro-
neous behaviours by systematically exploring a concurrent program’s behaviour.
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A tester therefore needs to exhaustively explore all possible schedules for each rep-
resentative input. A naive approach would consist of interleaving each statement of
a thread with each statement of all other threads. The problem with simply enumer-
ating possible schedules of the program is the exponential increase in the number of
schedules that has to be considered. Thus, this naive approach is hardly applicable for
real concurrent programs. The ExitBlock algorithm [7] assumes that a program follows
a mutual exclusion locking discipline. It enumerates orders of synchronized regions,
which still covers all behaviours. However, the number of explored schedules by Ex-
itBlock still increases exponentially in both the number of threads and the number of
lock uses by each thread. The solution is to investigate which schedules lead to the
same behaviour and thus execute as few schedules as possible. This idea is followed
by ExitBlock-RW [7], an extension of ExitBlock, which does not reorder regions that
do not share data. The number of schedules to be considered is reduced. It results in
a polynomial growth in average case. In this thesis a systematic tester implementing
ExitBlock and ExitBlock-RW is described. It provides behaviour-complete testing for
multi-threaded Java programs by enumerating possible schedules.

ExitBlock uses a depth-first search. It first executes one complete schedule of the
program. Then, ExitBlock backs up from the end of the program to the last synchro-
nized region boundary at which a different thread is chosen to schedule. This leads to
a new schedule branching off from this point in the program. This process is system-
atically repeated, continuing to back up to synchronized region boundaries choosing
different threads.

The described depth-first search presumes that the state of a program can be stored
in order to return to a previous state. Thus, there has to be a mechanism that allows
establishing check points in program execution, which can be reverted to. We call this
milestone/rollback mechanism.

Figure 1.1 shows different approaches that come into question. The implementation
of the rollback/milestone mechanism can take place at any layer of the system stack.
The according layer is then either replaced as a whole or parts thereof by a custom
implementation. Beside replacing a layer, it is also possible to control an existing
layer. Table 1.1 gives an overview about possible approaches detailed below.

Java Program

JFC

Virtual Machine 4

System Libraries 3

Kernel 2

Hardware 1

Figure 1.1: The system stack from the Java program to the hardware.



| Layer Description Flexibility ~ Effort  Performance |

5 Instrumentation of the Java program — low +/—-

4 Replacing the virtual machine as a + low +/—
whole or parts thereof

3 Replacing parts of the POSIX API — high +

3 Steering execution with strace, — high +
ptrace and other system tools

2 Modification of the OS kernel — very high +

1 Dedicated hardware supporting - very high +
rollbacks

Table 1.1: Overview about possible ways to implement a milestone/rollback mecha-
nism at different system layers introduced in Figure 1.1.

The first approach is located at the fifth layer where a package of Java classes is
provided implementing the rollback mechanism. Maybe Foundation Classes need to
be rewritten as well. A target Java program is then instrumented using this package
and executed by an arbitrary virtual machine. The implementation of the libraries
providing the rollback mechanisms and the instrumenting of the Java code is rather
difficult to realize as a Java program has hardly any access to the underlying virtual
machine. This approach, however, could profit of the optimization of the used virtual
machine, such as a just-in-time compiler.

Itis also possible to replace the virtual machine or parts thereof. This thesis follows
this approach. Our virtual machine is written from scratch, which comes with several
considerable advantages. First, the virtual machine is implemented such that it exposes
its internal execution environment to tools in a consistent, well-documented way. Its
event system easily allows tools to access run-time information and control the virtual
machine. Second, a custom virtual machine allows to chose a design well supporting
the implementation of the rollback mechanism. However, a custom virtual machine
cannot profit of all the optimizations provided by commercial virtual machines. This
results in lower performance. The Rivet virtual machine [7] written in Java itself, run-
ning on top of any other virtual machine, is a partial virtual machine. Thus, Rivet can
make use of lower virtual machine’s platform-specific features and inherently profit of
optimizations of the underlying virtual machine. Development, however, has been dis-
continued as Rivet replaces foundation classes, which is disallowed by current virtual
machines.

Another approach is to implement a software layer beneath the existing virtual ma-
chine which replaces parts of the POSIX API [33] level and allows to control thread
switches as well as memory accesses (provided the target virtual machine uses the
POSIX API for threading support). Replacing the POSIX APl may raise some compat-
ibility issues. Working with strace/ptrace [3] avoids this. These tools allow to monitor
and influence system calls. It may be possible steer the system this way. Also, we can
go to deeper layers down to the hardware. The effort, however, increasingly grows, and
portability becomes a problem. It is also supposable to implement a virtual machine
on top of the host operation system that executes another operation system or the Java
virtual machine [46, 44].

As mentioned, a virtual machine, written from scratch, exposing its interfaces, eas-
ily allows to implement runtime checkers. It provides a good flexibility paired with a
reasonable effort. Thus, our group decided to write a custom virtual machine extended
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with rollback facilities based on the JINuke framework introduced in Section 1.2. Due to
the early stage, our custom virtual machine is much slower than Sun’s virtual machine.
However, it is able to execute any program in reasonable time provided the target pro-
gram does not perform 1/O operations. Thes are not implemented yet. ExitBlock and
ExitBlock-RW are implemented on top of our virtual machine. Experiments in Chap-
ter 5 demonstrate that possible assertion violations and most deadlocks are discovered.
Examples like dining philosophers with up to twenty threads are considered. A din-
ing philosophers program with twenty concurrent threads leads to 300’000 schedules
explored within five minutes on a recent workstation®.

1.1 Considered concurrency errors

Various timing-dependent errors can occur in a concurrent program. This thesis con-
siders the following timing-dependent errors:

Race Conditions also called data races can be defined as follows. A data race occurs
when two concurrent threads access a shared variable and when at least one access is
a write, and the threads use no explicit mechanism to prevent the accesses from being
simultaneous [36]. Race conditions can be detected by the Eraser algorithm [36]. It
observes what locks are held by each thread on each variable access.

Deadlocks are a cycle of resource dependencies that leads to a state in which threads
are blocked from execution for infinite time. Lock cycle analyzes can detect deadlocks.
A lock graph without any cycles ensures the absence of deadlocks [7].

Specific Properties are often tested through assertions at run-time and may fail be-
cause of an unexpected schedule. For instance, this can happen if conditions are not
rechecked when several threads are awakened by notifyAl | . Violations of proper-
ties are hard to track down and can only reliably found by systematically exploring a
concurrent program’s behaviours.

ExitBlock and ExitBlock-RW discover assertion violations and deadlocks. If the
Eraser algorithm [36] is run in parallel data races can be found, too. Examples like
dining philosophers, producer-consumer problems, and others show that even difficult
timing-dependent errors are located. The described implementation is able to analyze
small programs containing a small number of threads and synchronized regions within
a couple of minutes.

1.2 TheJNuke framework

The virtual machine is based on the JNuke framework. This framework provides an
object-oriented concept for C, commonly used container and other utility classes, and,
most importantly, a Java classloader. This classloader performs a transformation which
translates the stack based bytecode of Java to a Register Based Bytecode (RBC) by
eliminating the stack. The final byte code, the Register Based Bytecode, contains reg-
ister operations instead of stack operations. Each register index corresponds to the

1The test platform was an Intel Pentium IV with a processor of 2 GHz.
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current stack height of the original bytecode. For instance, the first value on the stack
is represented by r 0. Moreover, local variables are represented with indices, too. Lo-
cal variables and registers are therefore treated uniformly. Register Based Bytecode is
more suitable for analysis and optimizations and it benefits from the Abstract Bytecode
Transformation [38].

The INuke framework already provides some basic optimization. The transforma-
tion to Register Based Bytecode produces many useless register assignments. Thus,
many of them can be eliminated which results in so called Optimized Register Based
Bytecode. As an example, consider Figurel.2.

RBC Optimized RBC

0: "r5==0Ct" r1 0:

1. "r6 = Get" r2 1:

2. "r5=Print iadd r5r6 2: "rl =Print iadd rl r2
3 "rl = Get" r5 3:

Figure 1.2: Register byte code produced for the example statement | ocal 1 +=
| ocal 2.

1.3 Rdated work

Software verification can be divided into dynamic and static checking. Dynamic check-
ing consists of verifying properties of a program at run-time. Because of the arbitrary
number of possible inputs and possible schedules, it is necessary to test many inputs
combined with many schedules hoping that eventually, enough combinations would be
tested to uncover most faults. In contrast to that, static checkers do not run the program,
but analyze properties based on the source or structure of the program.

Dynamic checkers

Dynamic checkers monitor properties of interest, such as assertions, lock sets, or mem-
ory accesses at run-time. Since the number of possible inputs is exponential in the
length of the input, exhaustive testing that covers each outcome cannot be implemented.
In addition to the enormous number of inputs to be considered, the outcome of con-
current programs depends on the schedule. The number of schedules is exponential in
the number of threads and locks. There are approaches that use heuristics in order to
reduce complexity or keep track of the program’s history and deduce information about
other possible outcomes.

A dynamic checker finds a fault if the currently tested input leads to this fault.
For a multi-threaded program any possible schedule has to be considered, too. Thus,
certain faults cannot be detected unless either the checker is exhaustive or someone has
created a test case that leads to this fault. Creating test cases is far from trivial and a
time-consuming and tedious task. This strongly limits dynamic checkers.

There are also advantages. A dynamic checker knows the entire and exact program
state at any point of execution whereas static checkers work on an approximation of
the program states. This accurate view on the program state allows to make assertions
without a doubt.



6 CHAPTER 1. INTRODUCTION

There are some dynamic checkers working on multi-threaded programs which are
able to detect common timing-dependent errors. Some of them are listed below:

Rivet [7] is a partial virtual machine implemented by the Software Design Group at
the MIT. Equivalent to the virtual machine described in this work, the Rivet virtual
machine provides a rollback mechanism. It also provides a debugger that supports ex-
ecution in the reverse direction of program flow, including stepping, execution to the
next breakpoint, and execution until a data value changes. There is an implementation
of ExitBlock and ExitBlock-RW on top of the Rivet virtual machine. The Rivet virtual
machine is written in Java. Its design focuses on modularity, extensibility, and sophis-
ticated tool support rather than on maximizing performance. Since Rivet runs on top of
another Java virtual machine, it can make use of that lower virtual machine’s platform-
specific features like garbage collection and native method libraries. The work, how-
ever, has been discontinued as the security policy of current virtual machines does not
allow to replace classes from the standard library.

MaC [24] MaC (Monitoring and Checking) is a framework combining low-level
monitoring with high-level requirement specification. MaC instruments and verifies
single-threaded as well as multi-threaded programs. It is being developed at the Uni-
versity of Pennsylvania.

Verisoft [45, 14], by Patrice Godefroid from Lucent Technologies, systematically
explores the state space including thread interleavings of a program. Verisoft makes
use of state-space pruning methods and performs some static analysis to provide in-
formation needed by these pruning methods [13]. Verisoft’s target programs are small
C programs consisting of multiple processes. Since processes run in separate memory
spaces and must explicitly declare the variables that they share, the number of global
states is significantly smaller than the number of states. Since processes can only com-
municate through global states, Verisoft need only consider schedules that differ in
their sequences of global states. Verisoft further prunes the state space by identifying
schedules that lead to identical behaviours. \Verisoft discovers errors in C program such
as deadlocks, life-locks, assertion violations, and other properties.

Visual Threads [43] is part of the development tools of Compag’s Tru64 Unix. Vi-
sual Threads is a diagnostic tool used to analyze and refine multi-threaded applications.
It can be used to debug potential thread-related logic problems, such as race conditions
and deadlocks that only occur due to slight timing differences. It can also pinpoint
bottlenecks and performance problems by using its rule-based analysis and statistics
capabilities and visualization techniques.

JPaX (Java PathExplorer) [16, 15] is built at NASA Ames research center. The
runtime analysis is based on program instrumentation or transformation, and can in-
clude monitoring of a program in its final environment. JPaX implements deadlock
and data race analysis. It includes automated test-case generation as well as automated
generation of assertions and properties corresponding to test cases.
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Static checkers

In contrast to dynamic checkers, static checkers do not execute the program. They ex-
amine and check programs against defined properties working on the source or an ab-
stract model thereof. Three techniques have mainly emerged: model checking, abstract
interpretation, and theorem proving. Model checking explores the full state space. Ab-
stract interpretation examines the abstract model which represents the control flow and
data flow of a program. Theorem proving translates the program into logic formulas
where a prover works on these logic formulas.

Static checkers have advantages over dynamic checkers as they work on a more ab-
stract representation of the target program. In particular, static checkers depend neither
on the input nor on the schedule of a program. The complexity rather depends on the
size of the model and the algorithms applied to this model.

The key problem is that the actual values of variables are usually known at run-time
only. Indeed, static checkers have to work on an approximation of the reachable pro-
gram states which sometimes leads to states that are unreachable in the real program.
Since the model has a limited knowledge of the program state, the model is not accurate
at any execution point, resulting in spurious errors.

A range of static checkers working on multi-threaded programs are listed below:

ESC/Java[10] isatheorem prover that detects common programming errors at compile-
time. It has been developed by Digital Equipment Inc. (now part of Hewlett Packard).
ESC/Java statically checks a program for nul | reference errors, array bounds errors,
potentially incorrect type casts and race conditions. The source code needs annotations

in an annotation language.

Spin [37] is a model checker serving among other things as back-end for other static
checkers, such as Bandera or JPF1. The tool was developed at Bell Labs in the orig-
inal Unix group of the Computing Sciences Research Center. The software has been
available freely since 1991.

Bandera[4] comes from the Kansas State University. It tries to simplify the program
by omitting statements that are not relevant to the later analysis and reducing the state
space of variables. This technique is called slicing [9]. It can drastically cut down the
complexity of the model. The model created is processed by Spin.

JPF [23] s the second Java Model Checker developed by the Automated Software
Engineering group at NASA Ames. JPF works on Java bytecode and discovers as-
sertion violations and deadlocks statically. JPF1 [17] used a translation from Java to
PROMELA, SPIN’s input language, in order to do model checking with the SPIN
model checker [37].

Jlint[22,21] has been developed at the Moscow State University. Jlint detects certain
deadlocks, race conditions and a few other faults. It performs a global control flow and
a local data flow analysis that allows to check many properties in Java bytecode.
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Java virtual machines

There are various Java virtual machines available. The most popular virtual machines
come from Sun [41] and IBM [18]. Both virtual machines can be downloaded for
free. They are closed-source, however, which makes it very difficult to implement
a milestone/rollback mechanism on top of them. There are also several open source
virtual machine projects such as Kaffe [29], LaTTe [30], kissme [25], SableVM [31],
Japhar [28], or CACAO [27]. A rollback/milestone mechanism could be implemented
on top of these virtual machines. It mainly depends on whether the design of the virtual
machine easily allows this. Since these virtual machines do not profit of advantages of
the register based byte code transformation, our group decided to write a custom virtual
machine.

JNuke already provides a basic interpreter for register based byte code (JNuke In-
terpreter). Development, however, has been discontinued. The JNuke Interpreter is too
slow and many things are not standards compliant. It does not support threading and
Java strings. Moreover, things like interface calls, cast checks, exception and many
other things do not work properly. Though the prime reason why development of the
JNuke Interpreter has been discontinued, was that a milestone/rollback mechanism was
to hard to add due to the non-modular design of the interpreter.

1.4 Overview

The next chapter introduces the theory of systematic testing and presents the two algo-
rithms ExitBlock and ExitBlock-RW. Chapter 3 focuses on the design and the interfaces
of the virtual machine. Chapter 4 explains the implementation of the rollback mech-
anism. Chapter 5 then shows experiments demonstrating the capability of the virtual
machine and the implementation of ExitBlock and ExitBlock-RW. Chapter 6 presents
future work and finally Chapter 7 concludes.



Chapter 2

Algorithmsfor Systematic
Testing

This chapter describes the algorithms which execute a program or parts thereof multi-
ple times, enumerating possible schedules in order to cover all program behaviours on
a single input. The theory of systematic testing has been taken from Bruening’s master
thesis [7]. Since many things are unclear or not mentioned in Bruening’s master thesis,
this chapter explains the theory more accurately. In particular, the description of Exit-
Block and ExitBlock-RW is vague. It was not possible to implement these algorithms
without making own assumptions.

In [7], Bruening says that these algorithms guarantee to find all possible assertion
violations in a program if the tested program meets some requirements®. Assertions in
a program can detect any program condition. The algorithms for systematic testing will
be called systematic scheduler. Thus, the systematic scheduler guarantee to enumerate
all possible behaviours.

This chapter is organized as follows. Section 2.1 describes the requirements that a
target program has to meet. Section 2.2 introduces the idea of enumerating all mean-
ingful schedules and Section 2.3 describes the first testing algorithm called ExitBlock.
Section 2.4 modifies ExitBlock in order to reduce the number of schedules whereby all
program behaviours are still covered. This algorithm is called ExitBlock-RW. Finally,
Section 2.5 shows detecting deadlocks using ExitBlock and ExitBlock-RW.

2.1 Target program requirements

The algorithms for systematic testing presented in this work require that a target pro-
gram meets three criteria:

THowever, Scott Stoller criticises in [39] this statement. He says that Bruening’s proof is incomplete,
because the proof implicitly assumes that all accesses satisfy Mutex Locking Discipline (MLD) [36, 39].
The MLD allows objects to be initialized without locking. Initialization is assumed to be completed before
the object becomes shared. According Scott Stoller, Bruening does not prove that ExitBlock is guaranteed to
find a violation of MLD for systems that violate MLD. Even if violations of MLD are manifested as assertion
violations, the (incomplete) proof does not imply that ExitBlock finds all violations of MLD, because that
proof presupposes that the system satisfies MLD.
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Mutual-exclusion locking discipline A target program has to follow a mutual-ex-
clusion locking discipline which dictates that each shared variable is associated to at
least one mutual-exclusion lock. Furthermore, this lock or these locks are always held
by the current thread which accesses that variable. The Eraser algorithm by Savage et
al. [36] can be used to verify that a program follows this discipline. It is even possible
to run Eraser in parallel to the systematic scheduler.

By limiting the scope to those programs that follows this locking discipline, some
valid programs are ruled out for the algorithms described in this chapter. For instance,
wai t and notify can be used to build a barrier, which is a point that each thread has
to reach before any thread can cross this barrier. Among other things, barriers can be
used to protect shared variables. Barriers, however, are hardly used for these purposes.
Programmers tend to use a simple mutual-exclusion locking discipline.

Thread-safe finalizers Finalizer methods are mainly used to release system resources
like open file descriptors. As such, finalizers do not affect the rest of the program.
Since finalizers are called by the garbage collector when instances of those classes are
reclaimed, finalizers can be invoked at any time and in any order [26]. A systematic
testing algorithm would need to execute every possible schedule of finalizers with the
rest of the program in order to find possible assertion violations. This can be a very
large number of schedules to run. The systematic scheduler thus assume that the or-
der of finalizers has no bearing on weather assertions will be violated or whether a
deadlock can occur. This reduces the number of explored schedules.

In order to avoid timing-dependent errors in finalizers, the target program needs to
meet the following criteria: A finalizer should only access fields of the current instance
and, in order to prevent deadlocks, a finalizer should not contain nested synchronized
sections or perform wai t or notify. As a result, the garbage collector can be com-
pletely ignored, as a garbage collector cannot affect assertions under this assumption.

As a matter of fact, finalizers rarely occur in Java applications. Consider Table 2.1
which illustrates that the Java Foundation Classes (JFC) of Sun’s JDK 1.3 contain only
26 finalizers in about 4’000 classes. Static analysis can ensure the thread safety of
finalizers.

| Package | Number of finalizers |
java/awt 10
javalio 2
java/lang 2
java/net 4
java/util 4
javax/swing 4
TOTAL 26

Table 2.1: Number of finalizers in the foundation classes of Sun’s JDK 1.3

Terminating threads The systematic scheduler requires that each thread terminates.
This is due to the fact that these algorithms explore the tree of schedules in a depth-first
search executing a schedule from start to finish. If a thread run for an infinite time, no
other schedule would be explored anymore. There are two approaches to avoid this:
either the user modifies the target program (for instance, changing an infinite loop to
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a loop with a finite number of iterations) or the testing algorithm limits the number of
byte codes for each thread, terminating threads exhausting this limit.

The systematic scheduler discovers deadlocks and assertions violations in a target
program; data races are not discovered. However, Eraser [36] which discovers data
races can be applied to a target program to ensure that the mutual-exclusion locking
discipline is met. Eraser should be either run in parallel or prior to the systematic
testing algorithms.

2.2 Overview

The order of two instructions in different threads can only affect the behaviour of the
program if both instructions perform read or write accesses on the same field. As
postulated before, the target program follows a mutual-exclusion locking discipline
where each shared field is protected by a lock. This discipline ensures that fields cannot
be accessed outside of a body of a synchroni zed statement. Multiple accesses to a
shared field at the same time are strictly serialized. This means that only one thread is
allowed to access a field at a time. Thus, in order to cover all possible behaviours of a
program it suffices to enumerate possible orders of synchronized regions.

For these purposes a program is divided into atomic blocks based on blocks of
code being protected by synchronized regions. An atomic block consists of code in-
between the ends of synchronized blocks (so called lock exit). Thread creations and
terminations also define borders of atomic blocks. Atomic blocks of a program may
change at run-time due to varying data flow. Atomic blocks are therefore enumerated
during execution using depth-first search.

The testing algorithm performs a depth-first search on a program executing one
complete schedule of the target program first. After this, execution reverts from the
end of the schedule to the last atomic block boundary. At this point a new branch is
created choosing another thread to run. This schedule is also executed until program
completion. As long as there is still a thread that has not been chosen yet, execution
reverts to the last atomic block boundary. Otherwise, a further rollback to the previous
atomic block boundary is performed. The same procedure is repeated until any thread
at each atomic block boundary has been selected for execution once. At the end, the
depth-first search results in a tree of schedules.

TL: T2: T3:
1: synchronized (x) {3  2: synchronized (X) {3}  3: synchronized (x) {}

Figure 2.1: Three threads each containing a single synchronized region.

Figure 2.2 illustrates a sample tree for three threads shown in Figure 2.1. Arrows
show the execution flow. A horizontal line indicates a new branch. Six different sched-
ules are explored where each of the three atomic blocks was selected in any combi-
nation with the other two blocks. The depth-first search finds the following schedules
from left to right: {1,2,3}, {1,3,2}, {2,3,1}, {2,1,3}, {3,1,2}, and {3,2,1}. This covers
any possible schedule and, thus, any behaviour of the program is covered.

The previous program was a simple example where each thread consists of exactly
one atomic block at whose end the lock is released. Thus, each thread is able to obtain
the lock at any possible schedule. This example does not illustrate how the depth-first
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Figure 2.2: Tree of schedules for the three thread of Figure 2.1.

search reacts to a situation where a lock cannot be obtained. The program shown in
Figure 2.3 whose tree is presented in Figure 2.4 illustrates such an example. There are
two schedules whose execution is blocked as a lock cannot be obtained: {1,2,3,4,5,7}
and {1,2,7,8,9,3}. Apparently, the execution cannot be continued and there are still
schedules to explore. Therefore the algorithm aborts this path and backs up to the last
atomic block boundary where another thread is scheduled instead.

TO: T1:

1: t1 = new LockAB (A B); 7: synchronized (A {
2: tl.start(); 8: synchroni zed(B) {
3. synchroni zed (B) { 9: }

4; synchroni zed (A) { 10: }

5: }

6: }

Figure 2.3: Two Threads, both containing nested synchronized regions. We divide
Thread 0 into atomic blocks {1, 2}, {3, 4, 5}, and {6}. Thread 1 is divided into
atomic blocks {7, 8, 9} and {10}

Since the depth-first search immediately aborts any blocked path, it cannot run into
a deadlock. It is however possible to perform lock-cycle deadlock detection when a
lock could not be obtained. This is exactly the approach followed by the lock-cycle
deadlock detection described in Section 2.5.1. This algorithm is notified when a lock
could not be obtained. Then deadlock detection takes place deciding whether the cur-
rent incident is a deadlock or not. In the program from Figure 2.3 two paths are aborted
where both paths would be discovered as deadlock by a lock cycle detection analysis.

The ExitBlock algorithm, presented in the next section, applies the depth-first search.
ExitBlock finds each possible schedule of atomic blocks. The next section will also
show that exhaustive testing is applicable for small programs only, as ExitBlock in-
terleaves any atomic block with each other, regardless of whether the order of two
atomic blocks is relevant for the behaviour. Due to the poor scalability of ExitBlock the
branching behaviour is modified such that only atomic blocks with data dependencies
are interleaved. This modified algorithm called ExitBlock-RW is described in Section
2.4,



2.3. THEEXITBLOCK ALGORITHM 13

(1.2}
TO, T1 } EI
(3.4.5) (7.8.9)

Figure 2.4: Tree of schedules explored by ExitBlock for the threads in Figure 2.3.
Threads in a rectangle are enabled. Arrows indicate the execution of the sections of
code on their right. A gray box means that the execution is blocked because a lock
could not be obtained.

2.3 TheExitBlock algorithm

The ExitBlock algorithm is implemented as a scheduler placed on top of the virtual
machine, controlling execution flow and monitoring the current state. ExitBlock ini-
tializes the runtime environment, installs listeners at the virtual machine and executes
the target program. When the target program is started ExitBlock is triggered on certain
events as shown at the flow chart in Figure 2.5 on the following page. The according
handler methods are considered below.

Handler for lock exits

When a lock exit occurs, ExitBlock is notified by the lock manager. ExitBlock handles
this as shown in Algorithm 1. First, all enabled threads are collected. Then a milestone
is created. A milestone saves the whole state of the virtual machine including states of
objects, locks, wait sets, threads and the enabled set. Finally, the milestone is pushed
on a stack.

The enabled set contains threads that are ready to run and have not been sched-
uled yet from the current milestone (since the current thread continues running, it is
not member of the enabled set). This set of enabled threads is used by the rollback
mechanism. On a rollback the state of the whole virtual machine is restored and a new
branch is created scheduling one thread from the enabled set.
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1 start )

\ 4

—>| Fetch byte code I:

es yield

Execute byte code

lock exit handler:

create milestone

thread termination handler:
reschedule next thread if

possible. Otherwise, perform
rollback.

thread died

lock acquirement

failure handler:
perform rollback

lock
acquired

thread start handler:

create milestone

wait/join handler:
reschedule next thread

if possible. Otherwise,
perform rollback.

notify handler:
notify first

thread, and
create Milestone

Figure 2.5: Flow chart showing event handling for ExitBlock
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Algorithm 1 Handler triggered on a lock exit
handl eLockExit() {
enabl ed_set = col | ect Enabl edThreads();
enabl ed_set = enabled set \ cur_thread;
if (nunber_enabled threads >= 1) /* avoids enpty nilestones */
setM | estone( enabled_set );

Handler for thread termination

When the current thread terminates, an enabled thread to be scheduled next must be
selected (see Algorithm 2). If there is no enabled thread left, the end of the current
schedule is reached:; all threads have terminated. Thus, a rollback is performed in order
to explore the next schedule in a new branch.

Algorithm 2 Handler triggered on death of current thread
m | estone = getCurrentM | estone();
enabl ed_set = enable _set \ {cur_thread};
next thread = reschedul e();
if (next_thread == NULL )
[** rol | back continues down the stack,
selects a next thread there. Returns
NULL, if stack becones enpty.*/
next _thread = rol | back();
if (next_thread == NULL )
[** enpty stack of milestones */
termnate();
el se
switchThread (next_thread);

The rollback mechanism (illustrated in Algorithm 3) reverts to the last milestone,
restoring the state of the virtual machine and trying to select a new thread from the
enabled set of the last milestone. If all threads of the enabled set have already been
scheduled from the last milestone (which is indicated by an empty enabled set), the
last milestone is removed and the previous milestone is retrieved from the stack. The
thread election starts anew. This procedure stops if a milestone was found that still has
enabled threads to schedule (then a new branch is created) or if the stack of milestones
becomes empty (ExitBlock terminates).

Handler for lock acquirement failure

The lock manager notifies ExitBlock when a lock could not be obtained by the current
thread. In consequence of this ExitBlock aborts the current branch and performs a
rollback as shown in Algorithm 4.
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Algorithm 3 Implementation of r ol | back
thread rol | back() {
rol | backVM);

[** elect thread */
mlestone = getCurrentM|estone();
next thread = first( nilestone->enabled set );
m | est one- >enabl ed_set = nilestone->enabl ed set \ next _thread,;
if (next_thread == NULL)
{
[** no further branch fromthis
m | estone. So renove this nilestone
and rol | back again, continuous down
the stack.*/
renoveM | estone( milestone );
next _thread = roll back();

}

return next_thread;

Algorithm 4 Handler triggered when a lock could not be obtained
next _thread = roll back();
switchThread (next_thread);
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Handler for thread start

The situation when a thread was started through j ava/ | ang/ Thread. start () is han-
dled like a lock exit as previously presented in Algorithm 1. A milestone is created
where the enabled set contains, among other things, the newly started thread, which is
scheduled once when ExitBlock reverts to this position.

Consider the program in Figure 2.6 and the according tree of schedules in Figure
2.7. The sample program contains a condition deadlock which occurs when noti fy
is performed prior to wai t . The deadlock occurs in the schedule (1,5,6,7,2) which is
discovered only if a milestone is created after line 1. Otherwise, ExitBlock explores
only schedule (1,2,3,4,5,6,7)and wai t and not i fy are executed in the right order. The
deadlock does not occur. Thus, ExitBlock always creates a milestone when a thread has
been started which ensures behaviour-complete testing.

TO: -
1. tl.start(); -

i 5:  synchroni zed(a
2: synchroni zed(a) { o ya notify()g ) |
3 await(); 7: } : :
4: '} :

Figure 2.6: Two threads with a condition deadlock occurring when noti fy is per-
formed prior to wai t

paq Fen
I1{5,6,7} 2}

1
Condition Deadlock
at3

Figure 2.7: Tree of schedules produced by the program in Figure 2.6.

Handler for invocation of wait or join

So far thread communication other than with shared variables protected by synchro-
nized regions has been ignored. In particular, wait and notify have been omit-
ted. The base class j ava/ | ang/ Cbj ect provides the three methods wai t, notify,
and noti fyAl | to any sub-class. Method wait allows the current thread to wait on
an object which sets the current thread sleeping until another thread performs either
notify (awakening a random thread waiting on the object) or not i f yAl | (awakening
all threads waiting on the object). Another thread operation that needs to be consid-
ered is j oi n. The current thread can join another thread which sets the current thread
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sleeping until the joined thread has been terminated. Method j 0i n and wai t have in
common that the current thread is disabled such that the scheduler has to find another
thread to schedule. Thus, j oi n and wai t are treated the same way as illustrated in Al-
gorithm 5. First it is tried to find a thread that is still enabled. If this succeeds this thread
is scheduled. Otherwise, ExitBlock has detected a condition deadlock where one thread
is waiting on a notification for an infinite time as no other thread is enabled. Since the
current schedule is blocked, a rollback is performed. Method r ol | back reverts to the
last milestone, creating a branch and returns a thread scheduled next. If the depth-
first search has been completed which is indicated by an empty stack of milestones,
rol I back returns nul | .

Algorithm 5 Handler triggered for join and wait
next thread = reschedul e();
if (next_thread == NULL )
{
[** condition deadl ock detected !!!*/
next thread = roll back();
}
if (next_thread == NULL )
term nate_depth_search();
el se
swi t chThread(next _t hread);

Handler for invocation of notify

In contrast to notifyA |, which awakens any thread waiting on a certain object,
noti fy does the same for one arbitrary thread. ExitBlock needs to explore the sched-
ules resulting from each possible thread being woken up by a noti fy, so it needs to
make new branches for each. The handler for noti fy is shown in Algorithm 6. The
first thread in the wait set is notified which is the usual way to handle notify. Fur-
thermore, ExitBlock creates a milestone that additionally contains a list of threads that
can also be notified (called notify set). On each rollback the virtual machine reverts
to the point where not i fy was performed and notifies another thread from the notify
set. ExitBlock reverts to this milestone as often until each thread initially waiting on
the notified object has been notified. Finally, ExitBlock has created a branch for each
thread waiting on the notified object.

The rollback mechanism needs some additions as shown in Algorithm 7. They are
printed in bold. When ExitBlock reverts to a milestone that belongs to an invocation of
noti fy, the enabled set is restored and one thread of the notify set is notified at a time.
ExitBlock creates for each thread in the notify set one branch.

Handler for invocation of yield

Method yi el d causes the currently executing thread to temporarily pause and allow
other threads to execute. Since ExitBlock allows preemption on lock exits only, invo-
cations of yi el d are ignored.
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Algorithm 6 Handler triggered on invocation of notify

[** retrieve the wait set of the object on which notify was
performed */

wait_set = get\WaitSet( object );

[** notify first thread which renoves notified thread
fromwait set */

notifyNext (wait_set);

[** create a nilestone if there are still threads
waiting on this object that could also be notified */

if (count (wait_set) > 0)

{

handl eLockExit() /* see Algorithm1 */

m | estone = getCurrentM | estone();

[** threads fromthe wait set needs to be notified later. */
m | estone->notify set = copy(wait_set);

[** remenber enabled set */

m | est one- >saved_enabl ed_set = copy(nil estone->enabl ed_set);

Algorithm 7 Implementation of r ol | back with additions for notify handling.
thread rol | back() {
mlestone = getCurrentM | estone();
enabl ed_set = getEnabl edSet( milestone );
next thread = pop( enabled set );

if (isNotifyMIlestone( milestone ))
{
m | est one- >enabl ed_set =
copy (mlestone->saved _enabl ed_set);
thread = first(m |l estone->notify set);
nml estone->notify_set = milestone->notify_set \ {thread};
if (thread)
notify( thread );
next thread = cur_thread;
el se
next _thread = NULL;
}
if (next_thread == NULL)
{
renoveM | estone( milestone );
next _thread = roll back();

}

return next thread;

}
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Handler for stop, resume, and suspend

There is no handler implemented for st op, resune, and suspend yet due to lack
of time. Furthermore, st op, resune, and suspend have been deprecated. Method
suspend and r esurme are inherently deadlock-prone. If the target thread holds a lock
on the monitor protecting a critical system resource when it is suspended, no thread
can access this resource until the target thread is resumed. If the thread that would re-
sume the target thread attempts to lock this monitor prior to calling resume, a deadlock
results.

Method st op is inherently unsafe. Stopping a thread causes it to unlock all the
monitors that it has locked. If any of the objects previously protected by these mon-
itors were in an inconsistent state, other threads may now view these objects in an
inconsistent state.

2.3.1 Number of schedules executed by ExitBlock

Assume a program with k threads each with n lock exits, the total number of lock exits
is k-n. The n lock exits of the first thread can be placed (kr?) times in between all of
the other lock exits. The second thread can place its atomic blocks (* V") times in
between the others. This continues as follows: (") - (* 1) . (k2" ...(" Applying
Stirling’s approximation results in a product of terms exponential in both the number
of threads and the number of locks uses by each thread [7].

The exponential growth of the number of schedules limits the applicability to small
and not representative concurrent programs. ExitBlock explores too many schedules
in a real concurrent program. It does not terminate in a reasonable amount of time.
ExitBlock could be restricted to explore portions of a program. The user would de-
fine critical sections to explore. This feature is not implemented yet. It is, however,
discussed in Chapter 6.

2.4 TheExitBlock-RW algorithm

The ExitBlock algorithm executes all schedules interleaving each atomic block with
each other. However, not all schedules need to be executed in order to find all possible
assertion violations. If two atomic blocks have no data dependencies between them,
the order of their execution has no effect on a potential assertion violation. A data de-
pendency between two atomic blocks exists if one atomic block writes a field whereas
the other atomic block either reads or writes the same field. Two atomic blocks reading
the same field or accessing different fields do not have data dependencies.

ExitBlock-RW records a read/write log for each thread. The log for a thread n is
defined as pair of two sets (rn,wy). A log k intersects with another log | iff (winw; #
OvwNr #* OV rNw #* 0)

A thread that has been scheduled in a branch is disabled for further branches. Ex-
itBlock-RW re-enables a disabled thread when the currently executing thread’s log in-
tersects with the disabled thread’s log. If no such intersection occurs, then none of the
later threads interacts with the disabled thread and there is no reason to execute sched-
ules in which the disabled thread follows them. As a result, disabled threads which are
not re-enabled due to lack of data dependencies decrease the number of branches and
cause aborts of branches prior to maturity.
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As an example, consider again the sample program shown in Figure 2.3, and the
according tree explored by ExitBlock-RW in Figure 2.8. Consider path {1,2,7,8,9}
which leads to a milestone where no branch is created in contrast to the tree explored by
ExitBlock. TO whose log consists of entries from {3,4,5} does not intersect with the log
of the current Thread T1 whose log consists of entries from {7,8,9}. In consequence
TO is not re-enabled and no branch is created as the order of the two atomic blocks
{3,4,5} and {7,8,9} is not relevant. Consider also path {1,2,7,8,9,10} which is aborted
since TO still cannot be re-enabled. The log of TO tracked during execution of {3,4,5}
does not intersect with the current thread’s log. As a result, {3,4,5,6} is not executed
anymore as this sequence was executed in the path {1,2,3,4,5,6,7,8,9,10} where the
thread interleaving is not relevant due to lack of data dependencies.

T0,T1

Il{l,Z}
70, T1 } { T1,(TO)
(3,4,5} ¥7,8,9}
\IJ 1
T0, T1 T1,(TO) T1,(TO)
o }—{mm ]
{6} :{7} 110}

ho& 4

T
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! _“.
©
©
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Figure 2.8: Tree of schedules explored by ExitBlock-RW for the thread in Figure 2.3.
Threads in parentheses are disabled. Compared to the tree for ExitBlock shown in
Figure 2.4 this tree does not bother finishing the schedule {1, 2, 7, 8, 9, 10, ...} and
does not execute at all tree {1, 2,7,8,9,3,...}.

2.4.1 Number of schedules executed by ExitBlock-RW

The number of executed schedules depends on the number of atomic blocks with data
dependencies. Assume k threads each obtaining locks n times. If no atomic blocks
interact, which is the best case, every thread is disabled once and never becomes re-
enabled. Thus we can consider the problem creating each schedule simply that of
deciding where to disable each thread. Each thread can be disabled at n+ 1 places
(at n lock exits and also at the end of the program). Providing no data dependencies
exist, there are (n+1)k‘1 schedules. This is polynomial in the number of locks per
thread and exponential in the number of threads. It is much better than the growth of
ExitBlock which is exponential in the number of locks per thread. Since the number
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of threads in a program is typically not very high, while the code each thread executes
can grow, ExitBlock-RW achieves polynomial growth in the best case.

The worst case exists if each atomic block has data dependencies with every other
one. In this case ExitBlock-RW has exponential growth like ExitBlock. Thread interac-
tions between atomic blocks of different threads are usually kept to a minimum. So it
appears likely that the typical number of paths explored by ExitBlock-RW is closer to
the best case result than the worst case result. Experiments in Chapter 5 support this
assumption.

2.5 Deadlock detection

A deadlock is a cycle of resource dependencies that leads to a state in which threads are
blocked from execution. Two kinds of cycles are possible in Java programs. Either the
deadlock occurs because of a cycle lock chain or threads wait on an object and other
threads are blocked on locks. The first kind of deadlocks is called lock-cycle deadlock
considered in Section 2.5.1. The second kind of deadlocks is called condition deadlock,
discussed in Section 2.5.2.

2.5.1 Lock-Cycle deadlocks

Consider the program in Figure 2.9 and the schedules produced by ExitBlock for this
program, shown in Figure 2.10. The deadlock occurs if TO holds lock a but not lock b
and T1 holds lock b but not lock a. However, ExitBlock does not run into this deadlock
since the acquisitions of both locks in each thread are in the same atomic block.

TO: TL:

1: synchroni zed(a) { 5: synchroni zed(b) {
2 synchroni zed(b) { 6: synchroni zed(a) {
3 } 7 }

4: '} 8: }

Figure 2.9: Two threads with a potential deadlock.

Nevertheless deadlocks can be detected based on the explored schedules by Ex-
itBlock. The key observation is that a thread in a lock-cycle deadlock blocks when
acquiring a nested lock, since it must already be holding a lock. Also, the lock that it
blocks on cannot be the nested lock that another thread in the cycle is blocked on, since
two threads locked on the same lock cannot be in a lock cycle. The cycle must be from
a nested lock of each thread to an already held lock of another thread. For example,
when the threads of Figure 2.9 deadlock, TO is holding its outer lock a and blocks on
its inner lock b while T1 is holding its outer lock b and blocks on its inner lock a.

These observations suggest the following approach. We track not only the current
locks held by any thread but also the last lock held by each thread. Then, after we
execute a synchronized region nested inside some other synchronized region, the last
lock held is the lock of the inner synchronized region. When a thread cannot obtain a
lock, the reverse lock chain analyzer looks at the last locks held by the other threads
and sees what would have happened if those threads had not yet acquired their last
locks. It is looking for a cycle of matching outer and inner locks. The outer locks are
currently held by the threads. The inner locks are the thread’s last locks held. If the
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Figure 2.10: Tree of schedules explored by ExitBlock for the threads in Figure 2.9.

current thread cannot obtain a lock and the analyzer can follow a cycle of owner and
last lock relationships back to the current thread, then a lock-cycle has been detected.

Figure 2.11 shows the situation at the time when a deadlock occurs in schedule
{1,2,3,5}. The first thread holds lock a and has lock b released which becomes the last
lock held. The current thread has obtained lock b; it blocks on lock a. Figure 2.12
presents how the reverse lock chain algorithm works. As mentioned, the current thread
was not able to obtain lock a which belongs to the first thread whose last hold lock
is b. Lock b is owned by the current thread which closes the cycle. The deadlock is
discovered.

Thread 0 /®‘ _______ Thread 1
lock(a) lock(b)
last_held_lock(b)  fF--.. . >@‘/ Tast_helaTookD

Last held lock

Figure 2.11: Lock dependency graph illustrating the situation when TO has executed
{1,2,3} and T1 cannot obtain lock a at line 6 of the program presented in Figure 2.9

The implementation of the reverse lock chain analyzer, presented in Algorithm 8,
is straightforward. It does not cost much in performance, as failures to acquire locks
hardly happen. The reverse lock chain analyzer is implemented as a listener of the
ExitBlock. The lock manager notifies ExitBlock on failures to acquire locks, ExitBlock
forwards these events to the reverse lock chain analyzer.

The performance can be improved by combining reverse lock chain analysis with
ExitBlock-RW instead of ExitBlock. This optimization, however, comes at a cost.
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4. locked by 1. cannot obtain

3. whose last held lock is 2. locked by

Figure 2.12: Reverse lock chain analysis for the situation illustrated in Figure 2.11.

Algorithm 8 Reverse lock chain analyzer
/* in: lock - The lock that could not be obtained */
while (owner_thread = JNukeLock get Oanner (lock)) {
I ock = JNukeThread_get Last Hel dLock (owner _thread);
if (getOmer (lock) == cur_thread) {
[** Deadl ock detected !'!! */
break;

}
}

ExitBlock-RW in connection with reverse lock chain analysis does not always detect
deadlocks in a program. ExitBlock-RW does not consider a lock enter to be a write to
the lock object. Thus, ExitBlock-RW may prune paths on which deadlocks can occur.

2.5.2 Condition deadlocks

Condition deadlocks occur when threads are waiting and the rest are blocked on locks
disallowing a thread to wake up the waiting thread. ExitBlock detects condition dead-
locks by checking if there are threads waiting or blocked on locks whenever the sched-
uler detects that no enabled threads are left. Consider the example in Figure 2.13
showing two threads manipulating a queue. Thread TO holds both locks | ock and
queue when calling wai t . It only releases queue but not | ock. If Thread T1 executes
after TO, it can never obtain | ock and so never proceed to noti fy. This results in a
condition deadlock.

Condition deadlocks can also be detected by ExitBlock-RW. However, it does not
find condition deadlock on paths that were pruned. Also, when the scheduler runs out
of enabled threads and there are disabled threads, ExitBlock-RW cannot determine if it
is a condition deadlock. Since a disabled thread, which is not scheduled due to lack of
data dependencies, could break the condition deadlock, it cannot accurately be declared
whether a condition deadlock has occurred.
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TO: TI1:

1. synchroni zed (lock) { 8: synchronized (lock) {

2 synchroni zed (queue) { 9: synchroni zed (queue) {
3 whi | e(queue. enpty()) {10: queue. add(el ement) ;
4: queue. wai t(); 11 queue. notify();

5: } 12: 1}

6: } 13: '}

7.}

Figure 2.13: Queue example with an apparent condition deadlock

2.6 Summary

This chapter has introduced systematic and behaviour-complete testing by enumerat-
ing possible schedules. Behaviour-complete testing allows to discover any assertion
violation in a multi-threaded program. It has shown that it is possible to build a sys-
tematic scheduler for multi-threaded Java programs by making three assumptions about
the nature of the target programs: First, each thread of the target program has to ter-
minate. Otherwise, depth-first search never terminates. Second, finalizers have to be
thread-safe, as they are not tested by the systematic scheduler. And third, the target
program has to follow a mutual-exclusion locking discipline. Given these assump-
tions, only schedules of interleaving synchronized sections needs to be considered in
order to cover all behaviours of the target program.

Based on this idea, two algorithms has been presented: ExitBlock and ExitBlock-
RW. ExitBlock enumerates all possible schedules of synchronized regions regardless of
whether the order of two synchronized regions is relevant for the outcome. ExitBlock-
RW avails this observation and uses data dependency analysis to prune the tree of
schedules explored by ExitBlock. As a result, ExitBlock-RW is able to reduce the num-
ber of schedules to be considered. In the average case, the number of schedules grows
polynomially in the number of locks per thread instead of exponentially which is the
case for ExitBlock.

This chapter has also shown how deadlock detection works based on ExitBlock and
ExitBlock-RW. Condition deadlocks and lock-cycle deadlocks are discovered where
ExitBlock-RW sometimes does not discover deadlocks as it prunes the tree of schedules.
However, ExitBlock-RW is still able to find all possible assertion violations as they
depend on data dependencies.



Chapter 3

The Virtual Machine

This chapter describes how the Java Virtual Machine is implemented and how it can
be used by a client. It is organized as follows: Section 3.1 appoints the objectives of
the Virtual Machine. Section 3.2 gives an overview of the design. All sub-systems and
the relationship between them will be shown. As a result of this section, the following
sections 3.3, 3.4, 3.5, 3.6, and 3.7 give full particulars the sub-systems.

3.1 Objectives

Functional objectives

The goal was to implement a Java virtual machine (JVM) that is able to execute multi-
threaded Java programs. Unlike other virtual machines the desired virtual machine
provides well-documented interfaces that allow external tools to monitor and modify
the virtual machine state at run-time. In particular, the virtual machine should allow to
monitor and modify thread scheduling, locks, and field accesses. The intended virtual
machine also allows external tools to provide their own thread scheduler. Thus, thread
scheduling takes place at user level instead of kernel level as current JVMs do. This
allows tools to achieve full control over the virtual machine and its threads.

Non-functional objectives

Almost any common JVM today comes with a Just-in-time Compiler (JIT) that trans-
lates Java byte code into native machine code of the host system. A JIT enormously
boosts the execution performance. However, a JIT compiler does not come into ques-
tion for this virtual machine, as full control over the virtual machine, as postulated
before, cannot be achieved anymore. In spite of this, the virtual machine has to run
even complex programs in a reasonable time. In particular, the execution time for algo-
rithms which exhaustively test schedules should remain as short as possible. Although
an interpreter can never reach the performance of native machine code, performance
was always kept in mind during the implementation.

It is also important to keep track of the memory footprint. Although recent comput-
ers are provided with hundreds of megabytes of memory, memory footprint becomes
an issue in terms of runtime verification algorithms that save the whole state of the vir-
tual machine many times in order to revert to previous states. It is therefore important

26
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that the layout of Java objects is as compact as possible and data structures used by the
Virtual Machine during execution are held as small as possible.

3.2 Thedesign at aglance

The entire virtual machine consists of several self-contained subsystems as shown
in Figure 3.1. The core subsystem is the run-time environment (described in Sec-
tion 3.6). The runtime environment drives the whole execution of byte codes. It
starts at the static mai n method, assumed that a class with a valid mai n method is
present, and stops running when the program exits. The run-time environment del-
egates tasks like object locking, heap operations, and managing of wait sets to sub-
systems: the heap manager (class JNukeHeapManager ) shown in section 3.3, the lock
manager (class JNukeLockManager) shown in section 3.4, and the waitset manager
(class JNukeWai t Set Manager ) presented in section 3.5.

VM
Scheduler
I
Runtime Environment
; | !
Heap Lock Waitset
Manager Manager Manager

Figure 3.1: The virtual machine consists of several subsystems: a scheduler on top, that
controls the execution flow, the runtime environment, a heap manager, a lock manager,
and a waitset manager.

The run-time environment as such is not able to execute multi-threaded programs
as it does not provide scheduling facilities. However, it provides a well-documented
interface allowing to write pluggable schedulers. A scheduler acts as a listener of the
run-time environment, reacting on events issued by the virtual machine. A scheduler
can register itself to various events. As a result, a scheduler is able to monitor and
control the virtual machine at any point of execution. Thus, a scheduler can preempt
threads and control the execution order of threads.

The virtual machine currently implements a simple round-robin scheduler (class
JNukeRRSchedul er) that grants each thread a fixed time slice in a round-robin order.
As an example, the ExitBlock and ExitBlock-RW algorithm provide their own sched-
ulers, since they allow predetermined thread switches at lock exits only.
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3.3 Theheap manager

A Java Virtual Machine needs a heap memory management unit where all instances are
managed. Unlike other programming languages, Java creates all instances on the heap.
Even temporary instances with local scope are heap objects. The heap management unit
provides methods for creating instances and, load and store operations. These methods
are implemented in class JNukeHeapManager, which is the only class used by a client
of the heap manager. In contrast to a usual heap manager the heap management unit
does not provide any methods yet for relinquishing instances. This is because there is
no garbage collector neither implemented nor planned?.

The design goals of the heap management unit are to achieve both fast operation
and small memory footprint. Fast operations mean in this context:

1. fast creation of instances,
2. fast access to fields, and

3. afast rollback mechanism (explained in Section 4 ).

A small memory footprint enforces that data should be stored as compact as possible.
In particular, this is important in terms of the milestone/rollback mechanism where
each modification of an instance is recorded.

Java instances

Java Classes contain field declarations either describing class variables, which are in-
carnated once, or instance variables, which are incarnated for each instance of the
class. Any Java class has exactly one class instance and an arbitrary number of object
instances. The unique class instance is dedicated to the class variables and created
by the virtual machine. The operator new applied to a class name creates an object
instance. An object instance holds the instance variables for one incarnation. Java
also supports arrays. Array instances are objects and dynamically created as object
instances [26].

Instance descriptors

Any Java instance consists of two parts. The descriptor and the actual instance with the
values of the instance. This applies to class instances, object instances, and array in-
stances. The descriptor is either an instance of the class JNukel nst anceDesc (for class
instances and object instances) or JNukeAr r ayl nst anceDesc (for array instances).

There are exactly two separate descriptors for each Java class. The first descriptor
stores names and offsets of the class variables. The second stores the same for instance
variables. Since all object instances of the same class have the same variables, they all
share the same descriptor. Consider the example in Figure 3.2,

1The reason why no garbage collector is planned is that systematic testing of programs with a garbage
collector working in parallel becomes very complicated. Classes in Java may have finalizers that are called
by the garbage collector when instances of those classes are reclaimed. The main problem is that the order
of execution of finalizers is not determined and finalizers can be executed at any time. This means that
systematic testing would need to execute every possible schedule of finalizers with the rest of the program
in order to find possible assertion violations. This can be a very large number of schedules. However, most
finalizers are used only to deallocate resources such as file descriptors. Usually, this kind of activity does not
interact with the rest of the program and so it is a considerable approach not to execute any finalizer. They
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JNukeClass
JNukelnstanceDesc JNukelnstanceDesc
object instarjce class instance

object instance

Figure 3.2: A class having two descriptors: one for the unique class instance that
contains class variables and one for all object instances of this class. There are four
instances present on the heap: three object instances on the left and the fourth instance,
the unique class instance, on the right.

An array instance does not have named fields as opposed to class and object in-
stances. Therefore, array instances have their own descriptors. This descriptor stores
the component type and the size for one component. This suffices to calculate the
offset of a component. Two arrays share the same descriptor iff they have the same
component type and the same dimension (see Figure 3.3 for an example).

The separation of the actual instance and its descriptor allows to share many de-
scriptors. This results in a small memory footprint. In particular, when a program
creates many instances of the same type, the same descriptor is used each time.

The memory layout of instances

In contrast to a descriptor, the actual instance is designed as a contiguous block of
memory. This approach is similar to C structs which comes along with several consid-
erable advantages:

e Low memory consumption.

e Fast creation of instances. It simply consists of allocating a contiguous block of
memory according the size provided by the descriptor.

e Fast field access. A JNukel nstanceDesc stores pairs of variable names and
the according offsets. A JNukeArrayl nst anceDesc provides the size of each

are considered thread safe. In order to ensure that no deadlocks can occur due to the timing of a finalizer,
finalizers should not contain nested synchronized regions or perform wai t or not i f y operations.
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int[3]
A G I I
v
int[6]
(7 I I 1]l
MyClass[3]
"[MyClass" A R I

Figure 3.3: Three different array instances: Two integer arrays with different size but
equal type, sharing one array descriptor and a third array with its own descriptor.

component. The offset results if the component size is multiplied by the desired
index.

e Contiguous blocks of memory are ideal in terms of the milestone/rollback mech-
anism. This mechanism uses tracking of heap modifications which is easy to
implement for contiguous blocks of memory.

Each contiguous block has a header as shown in Figure 3.4. The first field of the header
points to the instance descriptor. This descriptor is either an instance of JNukel nst anceDesc
or JNukeAr rayl nst anceDesc which allows to identify each instance on the heap.

struct JNukel nst anceHeader {

JNukehj *descriptor;

JNukeoj *1ock;

JNukel nt4 arraylLength; /* for arrays only */
JNukehj *waitset;

b

Figure 3.4: The header of an instance consists of a descriptor pointing to either an
instance of JNukel nst anceDesc or JNukeAr rayl nst anceDesc, a reference to a lock,
the array length (used for arrays only), and a reference to a list containing threads
currently waiting on that object.

The alignment of fields or components depends heavily on the underlying architec-
ture, the same way as C structs do. The i386 architecture is a 32-bit architecture where
each 4-byte field is aligned to 4-byte boundaries. A field that is smaller than 4 bytes
is also aligned to 4-byte boundaries. 8-byte fields such as double and long fields can
be aligned either to 4-byte or 8-byte boundaries. The Intel architecture accepts both.
However, an 8-byte alignment is preferred [19]. The same alignment is used for the
Power-PC architecture. On 64-bit platforms such as Alpha or SPARC v9 a strict 8-byte
alignment was selected in spite of the fact that this wastes memory for fields smaller
than 8 bytes. At the moment the algorithm that calculates offsets is not smart enough
to compact two 4 byte fields into one 8-byte field. As the SPARC architecture is not
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able to read 8-byte values aligned to 4-byte addresses, even SPARC v8, a 32-hit archi-
tecture, uses a strict 8-byte alignment. Figure 3.6 shows an example where offsets are
calculated for the sample class shown in Figure 3.5.

public class Mdass {

int a;

int b;

long c;

}
Figure 3.5: An example class with a couple of fields
|TTY|TTY|TYYlTYNlTTTlTYYlYYYlT\
0 4 8 12 16 20 24 28
4-byte alignment [ a T b ] c |

8-byte alignment 2] Lo ]

Figure 3.6: The calculated offsets of the class from Listing 3.5. The 8-byte alignment
wastes 16 bytes in this case although a smart algorithm could place the fields such that
memory usage is the same as for architectures with 4-byte alignment.

Multi-dimensional arrays

As opposed to array, object or class instances, multi-dimensional arrays are not stored
at a single contiguous block of memory. Some programming languages such as C
implement multi-dimensional arrays as one linear memory block. The offset of an
element is calculated with a few multiplications and additions. The overhead of the
additional multiplications and additions is negligible. Thus, the overall performance
is nearly as fast as for arrays. The complexity is therefore O(1). Java, however, pre-
sumes that a multi-dimensional array consists of a composition of several usual array
instances [26]. Consider the example in Figure 3.7 which shows a multi-dimensional
array i nt[ 3] [ 2][ 3] . The first level consists of one array with three components. The
second level consists of three arrays with two components each. Finally, the third level
has six arrays with three components each. In order to read or write an element at the
third level, the virtual machine needs to walk top down the tree. In consequence of
that, an array access is O(n) (n is the number of array levels). It is almost impossible
to allocate a contiguous block of memory for multi-dimensional arrays, as Java allows
to create arrays dynamically at run-time. An array can be incomplete and may change
its size during execution, as shown in Figure 3.8.

Listeners and events

The heap manager provides an interface to allow a client to create, read, and write
instances. It hides internal details from the client. Communication is strictly unidirec-
tional: the client calls the heap manager. However, the heap manager provides another
mechanism that implements notification callbacks similar to the Java event model (also
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Figure 3.7: Two arrays, i nt[3][2][3] andint[2]. Each array, even the sub-level
arrays, have an array descriptor. Sub-level arrays of the same level share the same
array descriptor. Each type of a sub-level array is the dereferenced type of the super-
level array.

public class MArrays {
static public void main(String[] args) {
int[1[] i = newint[4][];
i[3] = newint[10];
int[][] a = newint[4][5];
a[3] = newint[10];

Figure 3.8: A Java example where two arrays are changed at run-time.
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called observer pattern [12]). This enables a client to get notified if an object on the
heap has been read or written, which is often of interest for verification tools.

There is a struct called JNukeHeapManager Act i onEvent used as an event (detailed
in Section B.1). The heap manager provides two registration methods, addReadAccess-
Li st ener and addW i t eAccessLi st ener, shown in Figure 3.9. The first registration
method is used if a client wants to be notified when an object is read. The second one
does the same, however it is used in order to listen to write accesses of objects. Each
registration method allows to add a listener function pointer that is used as a callback
when an according event occurs?.

voi d JNukeHeapManager addReadAccessLi stener (
JNukeQhj * this,
JNukeoj * |istenerbj,
JNukeHeapManager Act i onLi stener (1));

voi d JNukeHeapManager _addWit eAccessLi st ener (
JNukeQhj * this,
JNukeQoj * |istenerhj,
JNukeHeapManager Act i onLi stener (1));

Figure 3.9: Methods addReadAccessListener and addWriteAccessListener register a
listener. A listener consists of a listener object and a listener function pointer. If an
event occurs, the listener function is called. It takes two arguments: the listener object
used as this pointer and the event.

3.4 Thelock manager

The lock manager (class JNukeLockManager) is a subsystem of the runtime environ-
ment. The Java programming language does not provide a way to perform separate lock
and unlock operations; instead, they are implicitly performed by high-level constructs
that always pair such operations correctly. There is a lock associated with every object.
The synchr oni zed statement attempts to perform a lock operation on the object and
does not proceed further until the lock operation has successfully completed. After the
lock operation has been performed, the body of the synchroni zed statement is exe-
cuted. When the body has been completed an unlock operation is performed on that
object. The same applies to synchronized methods [26].

The lock manager provides lock and unlock operations, called acqui r eQbj ect Lock
andr el easej ect Lock (see Figure 3.10). If the object assigned to the synchr oni zed
statement is already locked by another thread, the current thread is suspended by the
Lock Manager. For this purpose, each lock, represented by the class JNukeLock, im-
plements a list containing threads that were not able to obtain this lock. As soon as the
according lock is completely released, all waiting threads from this list are re-enabled
for scheduling. The scheduler may reschedule one of these re-enabled threads that
immediately retries to acquire the lock. If this succeeds, it enters the synchroni zed
body. Otherwise, the lock manager suspends the thread and adds the thread to the wait
list of the corresponding lock again.

2Two test cases show the usage of this mechanism: vm/heapmgr/13 and vm/heapmgr/14.
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int JNukeLockManager acquireChjectLock (JNukeQhj * this,
void * object,
JNukeQhj * thread)

voi d JNukeLockManager rel easehj ect Lock (JNukeCbj * this,
void * object)

Figure 3.10: Method JNukelLockManager acquire(hjectLock and method
JNukeLockManager rel ease(hj ect Lock. Both methods take the pointer to the in-
stance as the second argument. Method JNukeLockManager _acqui r eQbj ect Lock
additionally takes a third argument that determines the thread that wishes to obtain the
object lock. The method returns 1 if the lock could be obtained. Otherwise, the method
returns O and the thread is suspended and added to the wait set for this lock.

Consider Figure 3.11 illustrating the relationship between instances, locks and the
lock manager. Thread owner is the current owner of the lock. Vector wai t Li st con-
tains threads that were not able obtain the lock. Each lock is assigned to exactly one
instance and vice versa.

JNukeLockManager
waitList
n
JNukeLocl% q gwner
b. 1 |

JNukeThread

instance

Figure 3.11: Relationship between the Lock Manager, locks, instances and threads.

Listeners and events

As locking activities are often of interest for runtime-verification algorithms, the lock
manager also provides a listener registration interface. There are three different events:

OnLockReleased occurs when the current thread has performed an unlock opera-
tion, which happens when a thread either invokes wai t or leaves a synchronized region.
Method JNukeLockManager _addOnLockRel easedLi st ener registers a listener at the
lock manager. The listener is notified by JNukeLockManager Acti onEvents (shown
in Figure 3.12)

OnLockAcquirementSucceed occurs when the lock manager has granted the cur-
rent thread to obtain a lock. A thread triggers this event when it enters a synchro-
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struct JNukeLockManager Acti onEvent {
JNukehj *issuer;

voi d *object;

JNukeoj *1 ock;

b

Figure 3.12: A JNukeLockManager Acti onEvent provides the pointer to the object
and the pointer to the according lock.

nized region or it is awaken by notify or noti fyAl|. The registration method is
JNukeLockManager addOnLockAcqui rement SucceedLi st ener and the correspond-
ing event is JNukeLockManager Act i onEvent (see Figure 3.12).

OnLockAcquirementFailed occurs when the lock manager could not grant the cur-
rent thread to obtain a lock. The current thread is suspended. A client that has regis-
tered itself with JNukeLockManager addOnLockAcqui rement Fai | edLi st ener are
notified. As before, an instance of JNukeLockManager Acti onEvent represents the
event.

3.5 Thewaitset manager

Beside the synchroni zed statement, Java supports another mechanism for synchro-
nizing threads. The class j ava. | ang. Cbj ect, contains the methods wai t, notify,
and noti fyAl | . Every instance, in addition to having an associated lock, has an asso-
ciated wait list as illustrated in Figure 3.13. When an instance is first created, its wait
list is empty. The wai t method of the wait set manager adds the current thread to the
wait set of the instance, disables the current thread for thread scheduling purposes, and
performs a complete unlock on the instance to relinquish the lock on it. Since a thread
may obtain an object lock several times (so called recursive lock), the lock is unlocked
the same number of times (so called complete unlock). The thread then lies dormant
until one of two things happen:

e Another thread invokes not i fy on the same instance. The thread is arbitrarily
chosen from the set of waiting threads.

e Another thread invokes not i f yAl | on the same instance.

The thread is removed from the wait list and re-enabled for thread scheduling. Once
being elected by the scheduler, it will attempt to obtain the locks again.

The waitset manager does not provide an event/listener interface yet, as ExitBlock
and ExitBlock-RW do not need it. Other runtime verification algorithms may need an
event/listener interface for notification on noti fy, noti fyA I, and wai t .

3.6 Theruntimeenvironment

The runtime environment is the heart of the virtual machine and drives the execution
of register byte codes in an execution loop. It consists of the class JNukeRunt i me-
Envi ronnent and is in relationship to other classes as illustrated in Figure 3.14. The
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JNukeWaitSetManager

JINukeWaitList

instance

Figure 3.13: JNukeWai t Set Manager and JNukeWi t Li st

runtime environment reads byte codes and triggers according actions in the static class
JNukeRBCl nstruction. Trivial byte codes are executed in JNukeRBCI nst ruct i on;
others are delegated to the according manager (heap, waitset or lock manager). Cre-
ation of instances, reading and writing of fields is managed by the heap manager. Lock
and unlock operations are forwarded to the lock manager. The wait set manager han-
dles invocations of wai t , notify, and noti fyAll.

B

| JNukeRBClnstruction
JNukeThread

| JNukeLockManager Il 01
| JNukeWaitsetManager l—l 0.n

| JNukeStackFrame |

| JNukeHeapManager lli 0.1

1

JNukeMethod

Figure 3.14: The runtime environment with related classes.

Threads are managed by the runtime environment. A thread holds a stack of stack
frames. This stack corresponds to the call stack. Each stack frame is associated to a
method and contains its own register set. The current method in execution is associated
to the top stack frame of the current thread. The current register set is also stored in the
top stack frame of the current thread.

The register set

Most register byte codes in a program, such as mathematic, comparison, or branch
operations, are simple operations. These operations mainly consist of a calculation
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and need a few input and output registers or locals. Since Java programs have a high
number of these operations, execution of such simple operations should be as fast as
possible.

Since the number of locals and registers used in a method is predetermined [26], a
register set can be designed as a static array. The width of a register is either 4 bytes
on a 32-bit architecture or 8 bytes on a 64-bit architecture. Since 64-bit architectures
use 8-byte addresses for objects in memory, a Java register also needs 8-byte on these
platforms.

On a 32-bit architecture a 32-bit value consumes one register and a 64-bit value
therefore consumes two registers. On 64-bit architectures, both 32-bit and 64-bit values
fit into one register.

The register byte code does not distinguish between locals and registers. Both,
locals and registers are in the same register set. The enumeration starts with index 0
and ends at locals + registers — 1.

Consider Figure 3.15 showing two additions, one with integer values, the other with
long values. The integer addition is implemented in the virtual machine as follows:
cur_regs[res_reg] = cur_regs[argl] + cur_regs[arg?].

r2=r5+r7

B

(r2,r3) = (r4,r5) + (r6,r7)

Figure 3.15: Two example additions; one with two integer values, the other with two
long values.

Events and Listeners

The runtime environment provides three listeners. The according events are as follows:

onThreadStateChanged is used to notify a listener when the current thread has
changed it state which happens if a thread performswai t , j oi n or it dies. The listener
should schedule another thread to execute. The listener is registered by JNukeRunt i nme-
Envi ronnent _addThr eadSt at eLi st ener.

onExecute is used to notify a listener prior to execution of a byte code. This enables
a listener to monitor execution flow, but also to perform thread switches prior to the ex-
ecution phase. The registration method accepts a bit-mask which determines on which
kind of byte-codes the listener is notified. The registration method is JNukeRunt i ne-
Envi ronnent _addOnExecut eLi st ener.
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onExecuted is also used to notify a listener about execution flow. The listener, how-
ever, is triggered after the execution phase. As before, the registration method accepts a
bit-mask in order to limit notification on a subset of all possible byte codes. A Listener
is registered by JNukeRunt i meEnvi r onment _addOnExecut edLi st ener.

The execution loop

The execution loop is presented as a flow chart in Figure 3.16 on the next page. First,
a byte code is fetched. The onExecut eLi st ener is notified if such a listener is reg-
istered. When the listener has finished, the execution loop tests whether the listener
has changed the control flow; for instance, a thread switch might happen in the mean-
while. If so, the current byte code is omitted and the loop starts anew. Otherwise,
the byte code is executed. After execution, it is tested whether an internal exception
such as Arrayl ndexQut O Bounds, |1 egal ThreadSt at eException, etc. has been
detected during execution. If so, an instance of the according exception is created and
thrown whereupon the virtual machine tries to find a matching exception handler. After
this, it is checked whether the state of the current thread has been changed during ex-
ecution. If necessary, the onThr eadSt at eChangedLi st ener is invoked. Finally, the
onExecut edLi st ener is also called provided there is one defined. The execution loop
continues if further byte codes are left. Otherwise, the execution loop stops which also
terminates the virtual machine.

Method invocation

The classloader creates for each class a class descriptor (JNukeC ass) describing mem-
bers (methods and fields). The class descriptor is not laid out for fast method resolu-
tion. Methods are stored in a vector which is iterated for resolution. If the imple-
mentation of a method has been derived from a super class the same search procedure
is applied to each super class until the method either is found or the search stops at
javall ang/ Obj ect. Since Java uses late binding, method invocations are a time-
critical task. The virtual machine consequently implements vtables [32]. A vtable for
a class B contains pairs of method identifiers and references to the methods extracted
from the class descriptor of class B. The vtable of class B also contains methods that
are derived from super classes. As an example consider Figure 3.17 on page 40. The
vtable for class B contains entries for bar () and f oo() since class B implements these
methods. Furthermore, there is an entry for f oo(i nt a). The implementation is de-
rived from the super class A. The vtable entries are hashed which results in fast method
finding.

Entries of the vtable can also refer to native methods. A flag declares whether
a vtable entry is a Java or a native method. Native methods can be registered in
vl native. h and are statically linked into the virtual machine at compile-time. This
approach is not standards compliant [20]; it however provides a basic support for native
methods.

3.7 Pluggable schedulers

The runtime environment does not include a scheduler; instead, the virtual machine
provides mechanisms that allow to plug in a custom scheduler. Since verification tools
sometimes cannot use the built-in scheduler, they have to provide a custom scheduler.
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Figure 3.16: Flowchart of the execution loop.
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vtable: A

int foo(int a)

int foo(int a)

int foo()

int foo()

T vtable: B

class B N int foo(int a)
[mbag ] inberg
int foo() int foo()

Figure 3.17: Two classes A and B, each with a vtable for fast method resolution

A custom scheduler needs to be able to perform thread switches at arbitrary points
of execution and monitor internal execution. Therefore, a scheduler is placed on top
of the virtual machine acting as an observer (consider Figure 3.18). Sub-systems of
the virtual machine such as the runtime environment, the heap manager, and the lock
manager provide registration methods (see Table 3.1), allow a scheduler to install its
own listeners. If an event occurs and the scheduler is registered to this event, the

scheduler is notified.
Scheduler

'} y
Heap Manager | Runtime Environment | Lock Manager

A

1
register notify

Figure 3.18: The scheduler placed on top of the virtual machine registering own listen-
ers at sub-systems allowing to monitor and steer the execution environment.

A scheduler has to register at least one listener for thread state changes. The vir-
tual machine calls the listener if the current thread has been disabled. This happens
if the current thread terminates, performs wai t or j oi n, or could not obtain a lock.
The scheduler needs to find the next enabled thread to schedule with JNukeRunt i me-
Envi ronnent _swi t chThr ead. Such a simple, but complete scheduler performs thread
switch only if necessary.

When a scheduler should be notified prior or after execution of certain byte codes,
it can install execution listeners with JNukeRunt i meEnvi r onnent _addOnExecut e-
Li st ener or JNukeRunt i meEnvi ronment _addOnExecut edLi st ener. Thisenablesa
scheduler to intervene prior to and after execution of a bytecode. In order to prevent that
execution listeners are notified on any byte code execution, both registration methods
take a bit-mask for limiting notification to a subset of byte codes.
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Name of method |

JNukeRuntimeEnvironment_addOnExecuteListener
JNukeRuntimeEnvironment_addOnExecutedL istener
JNukeRuntimeEnvironment_addThreadStateL istener
JNukeLockManager_addOnLockReleasedL istener
JNukeLockManager_addOnLockAcquirementFailedListener
JNukeLockManager_addOnLockAcquirementSucceedL istener
JNukeHeapManager_addReadAccessListener
JNukeHeapManager_addWriteAccessListener

Table 3.1: Registration methods of the virtual machine

Tools detecting deadlocks are often interested in locking activities of the target
program. For these purposes, the lock manager provides three registration methods.
The lock manager can notify listeners on lock and unlock operations. Some tools
are also interested in objects accesses on the heap. Thus, the heap manager provides
notification on read access and write access, too.

The round-robin scheduler

The virtual machine provides a default round robin scheduler (implemented in the class
JNukeRRSchedul er) granting each thread a fixed time slice in round-robin order [42].
It allows to run multi-threaded programs without any runtime verification. Tools that
do not need a custom scheduler can rely on this scheduler. However, the round robin
scheduler is not very efficient, as it is notified on any byte code by the runtime environ-
ment. The scheduler counts the number of notifications and performs a thread switch
when the current thread exhausts its execution slice. As a result, this is rather time
consuming. Since the round robin scheduler is that trivial, tools may provide their own
scheduler all the same.

3.8 Limitations

Development of the virtual machine has not completed yet. The most important lim-
itation is that 1/0 operations has not been implemented yet. This is not that trivial as
blocking 1/0O operations need to be treated specially. A thread performing a blocking
I/0O operation may block the whole virtual machine as scheduling takes place at user-
level. Moreover, the Java virtual machine does not provide a standards compliant Java
native interface [20].

3.9 Summary

This chapter has shown the design of the virtual machine. The virtual machine is
designed as a platform for tools. As such, it provides an event/listener model that allows
to expose the execution environment in a well documented way. Tools can listen to the
execution flow, locking activities and field accesses. Beside this, the virtual machine
also allows tools to control the execution flow.
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Since some verification tools have to determine the schedule of a program, they can
provide their own scheduler. Schedulers are pluggable using the event/listener model
of our custom virtual machine. Tools that do not need a custom scheduler can use the
default scheduler (JNukeRRSchedul er).

During development performance and memory footprint was always kept in mind.
The heap manager stores instances in a contiguous block of memory. This is both
fast and saves memory. Method invocations are another time critical point in a Java
program due to late-binding. Our virtual machine adds vtables providing fast method
resolution. Furthermore, a register set was design as an array, which is best in terms of
performance and memory footprint.



Chapter 4

The Milestone and Rollback
M echanism

The milestone/rollback mechanism allows establishing milestones in program execu-
tion. These milestones can be reverted to at a later point of execution. A milestone
records the whole state of the virtual machine such that after a rollback, the state can
be accurately restored. This chapter explains how this mechanism is implemented and
how it can be used. The main goal was to achieve good performance as well as small
memory footprint. Moreover, the mechanism should be easy to use. The next section
shows the usage of the mechanism, followed by Section 4.2, focusing on the imple-
mentation.

4.1 Usage

The interface of the milestone/rollback mechanism consists of three methods pro-
vided by the runtime environment: set M | est one, r ol | back and r emoveM | est one.
Method set M | est one establishes a milestone at the current execution point. It is
possible to establish an arbitrary number of milestones which can be reverted to in
the opposite order of their creations. A rollback always reverts to the last milestone.
Method r enoveM | est one destroys the last milestone allowing to revert to the next
milestone.

As an example, consider Figure 4.1. First, two milestones are established at two
different points of execution. Each milestone is reverted to twice, which results, in
three different paths being explored.

4.2 |Implementation

The runtime environment provides an easy-to-use interface for the milestone/rollback
mechanism, hiding internal details. The actual work, however, is delegated to the sub-
systems of the runtime environment. This pattern is also called facade [12]. Figure 4.2
illustrates how invocations of set M | est one, rol | back, and renoveM | est one are
delegated to the numerous subsystems. Each of them provides the same three methods
(set M 1 estone, rol | back, and renoveM | est one) again. The runtime environment
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1. setMilestone
Start 2. setMilestone
3. rollback
4. rollback
removeMilestone
5. rollback
6. rollback

$ Execution C) Milestone g Rollback

Figure 4.1: Sample sequence of set M | st one, rol | back and removeM | est one.

forwards invocation of any one of these three methods to its sub-systems whereupon
each sub-system also forwards the invocation to its sub-systems.

setMilestone, rollback, removeMilestone

)

| JNukeRuntimeEnvironment

*1 *1 *1 *n

| JNukeLockManager | | JNukeHeapManager | | JNukeWaitsetManager || JNukeThread
\ Al yn yn

JNukeLock | JNukeWaitset | JNukeStackFrame ”

Figure 4.2: Illustrates the delegation of the milestone/rollback mechanism

When set M | est one is applied to an instance, the state of the instance is copied
on to a stack. Each instance holds its own stack. On a rollback, the copy on top of
the stack is written back to its original place. As a result, the rollback mechanism does
not change any references. An instance is located at the same address prior to and
after a rollback. Method r enoveM | est one applied to an instance finally removes the
copy on top of the stack. As an example, consider Figure 4.3 and 4.4 presenting the
implementation of r ol | back and set M | est one for class JNukeLock. The idea is all
the same for other classes.

There is one exception. The heap manager does not copy each Java instance when
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clone = JNuke_mal l oc (this->mem sizeof (JNukelLock));
mencpy (clone, lock, sizeof (JNukeLock));
JNukeVect or _push (I ock->m|estones, clone);

Figure 4.3: Implementation of JNukeLock_set M | est one

¢ = JNukeVector _count (Iock->m|estones);
m | estone = JNukeVector _get (lock->mlestones, ¢ - 1);
| ock->wai t Li st = JNukeChj _clone (nmilestone->waitlList);

Figure 4.4: Implementation of JNukeLock_r ol | back

establishing a milestone. Since only a fraction of all Java instances are usually mod-
ified, copying all Java instances would waste to much memory and time. Instead, the
heap manager records modification of Java instances in a log (see JNukeHeapLog).
When a Java instance is modified for the first time, a copy of this instance is created. A
rollback writes back any recorded instances. The heap manager defines two recording
strategies which differ in their granularity. When a Java instance is modified for the
first time, the heap manager can either record the whole instance or just the field which
is written. Recording of whole instances usually consumes more memory. However, it
is considered faster as fewer copies need to be written back.

Assume an array of 100’000 integer components. The total size of this instance
is about 400 kilobytes. Recorded as a whole, the log has one entry consuming about
400 kilobytes which can be written back as a whole. Recording single components,
however, creates one entry for each written component. This results in many small log
entries where each of them is written back individually. This is time consuming. It is
difficult to predict which strategy is best. Therefore, the heap manager provides the
method set Loggi ngGranul ari ty allowing to choose the strategy at startup.

43 Summary

The milestone/rollback mechanism presented in this chapter provides an easy to use
interface consisting of just three methods: set M | est one, rol | back, and renove-
M | est one. When a milestone is established the state of the virtual machine is saved.
A rollback writes the state back where instances keeps their addresses. Heap objects
are saved on their first write access and written back on a rollback the same way. The
rollback mechanism works in-place, which means that Java and JNuke objects never
change their addresses because of a rollback. This allows a tool to work with references
to objects regardless of whether rollbacks are performed in the meanwhile.



Chapter 5

Experiments

This chapter is structured into two sections. The next section presents the results of
running the virtual machine on a number of example Java programs. Section 5.2 shows
how the systematic scheduler detects concurrency errors by means of a number of small
examples.

The testing platform used was an Intel Pentium 1V with a processor of 2 GHz and
512 MB of RAM. The workstation runs Red Hat Linux 8.1 Beta 2 running kernel
2.4.20 with a back-port of the NPTL (Native POSIX thread library) [34] from Kernel
2.5. The new virtual machine, the JNuke VM, was measured against Sun’s JDK 1.4
and the former interpreter of JNuke. As Sun’s JDK compiles Java byte code to native
machine code with a just-in-time compiler, a comparison is not fair from that point
of view. However, it can show whether the virtual machine’s performance allows to
execute extensive programs.

The virtual machine and the interpreter were compiled with GCC 3.2.1 with the fol-
lowing settings: - @3 - mar ch=penti um} - ncpu=pentiumd. All tests were run multi-
ple times; results were averaged.

5.1 Performance and memory usage of the VM

This section focuses on performance and memory footprint of the virtual machine. In
the first part, some basic tests consider execution performance of single-threaded ap-
plications. The second part illustrates that the virtual machine uses memory sparingly,
as opposed to the INuke interpreter. The third part shows some benchmarks for multi-
threaded programs.

Single-threaded tests

There are eight different basic tests which consider various aspects of the virtual ma-
chine. They have in common that each test is single-threaded and therefore no side
effects due to the scheduling can interfere these tests. The tests are as follows:

MethodInvocation considers the performance of method invocations. Since Java
uses late binding, invocations of methods is a time-critical part. The test consists of
a class filled with 500 methods. Each of them is then called 4000 times (see Section
B.2).
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ReadManyFields extensively tests read and write operations on fields. The test pro-
gram is shown in Section B.3. Class ReadManyFields contains 5000 static fields where
each field is written and read two hundred times.

Iteration consists of a loop repeated one hundred million times (see Section B.4).

Array iterates over an array of integer values. The array contains ten million com-
ponents where each component is written ten times. (see Section B.5).

MultiArray iterates over a six dimensional array (10x10x10x10x10x10) where
each component is written once (see Section B.6).

DoubleOp performs a couple of floating point operations in a loop with two million
iterations. The program is shown in Section B.7.

BubbleSort implements a simple bubble sort algorithm. All the tests above are quite
simple tests and not representative as each of them test more or less one aspect. Thus,
this test tries to be more representative. It sorts an array with ten thousand components.
The source is shown in Section B.8.

JASPA [5] is an extensive benchmark that performs sparse matrix multiplications
(see Section B.9). The JASPA project provides sources for F90, C and Java. Since
the JNuke VM does not support 1/0 yet, the program contains the input data statically
in a class file. The input matrix is real unsymmetric and filled with 2659 values and
contains 180x 180 rows and columns. The matrix is obtained from Matrix Market
[11]. Like Bubble Sort, this test is quite representative as sparse matrix multiplications
appear frequently in large scale scientific and engineering applications.

Each of the eight tests above was run on the JNuke VM, the former interpreter and
Sun’s VM 1.4. The results are presented in Table 5.1 and Figure 5.1 on the next page.

As expected, Sun’s VM beats our custom virtual machine and the interpreter in
almost any discipline. Since byte-codes for iteration and other simple operations can be
compiled into very efficient machine code, Sun’s VM is very strong at such disciplines.
For instance, tests Iteration, Bubble Sort and JASPA are three benchmarks where Sun’s
VM is between fifty and hundred times faster than the JNuke VM. Byte codes for
method invocations or field accesses hardly profit of a just-in-time compiler. The JNuke
VM catches up a bit. However, Sun’s VM is still twenty times faster. Averaged over all
test cases, Sun’s VM is about thirty times faster than the JNuke VM. Sun’s VM allows
also to disable the just-in-time compiler®. Sun’s VM without just-in-time compiling is
still eight times faster. Since the JNuke VM is in an early stage and not fully optimized
yet, I am confident that it will catch up in the future. In particular, method invocations,
field resolution, and execution of primitive byte codes can be improved in many ways.

All eight test cases were also executed by the JNuke interpreter where the eighth
test, JASPA, crashes. The JNuke Interpreter can neither keep up with the JNuke VM
nor with Sun’s VM. In particular, the interpreter is very slow at method invocations and
field resolution. The JNuke VM is about 120 times faster in this discipline. Overall,

1Use option - Xi nt .
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the JNuke VM passes all tests about thirty times faster. Sun’s VM manages this even
thousand times faster.

Table 5.1 compares also the execution time of optimized and non-optimized register
byte code. Test MethodlInvocation becomes slower as the optimization process by itself
consumes extra time. Averaged however, the benefit is about twelve percent.

Test Sun JVM JNuke JVM JNuke

with JIT [ w/oJIT | RBC | OptRBC | Interpreter
MethodInvocation 0.51 0.51 11.37 13.09 1589.99
ReadManyFields 0.63 0.58 | 19.43 18.78 4422.92
Iteration 0.38 200 | 23.71 19.56 166.78
Array 0.87 4,74 | 57.91 44.79 1000.74
MultiArray 2.04 5.23 | 2176 14.91 517.92
DoubleOp 9.19 1055 | 25.65 24.71 152.03
BubbleSort 0.76 15.21 | 115.23 90.40 2155.76
JASPA 0.45 3.86 | 24.02 23.46 -
Total 14.83 42.68 | 299.08 249.70 | 10006.14
Geometric mean 0.81 3.12 28.76 25.31 794.16

| Overhead | 1.00 | 3.87 | 35.62 | 31.34 | 983.58 |

Table 5.1: Results of the basic tests in seconds

Memory consumption

Memory consumption is another aspect to analyze. For these purposes it was analyzed
how much memory is allocated for an example Java object whose class is shown in
Figure 5.2. The class contains 9 integer fields, 9 long fields, and 9 references. Integers
and references consume at least 4 bytes on an i386 platform. Long fields need at least
8 bytes of memory. Thus, altogether at least 148 bytes for one instance. Our custom
virtual machine adds a header of 16 bytes at the beginning of the block such that the
raw instance needs 164 bytes (without the instance descriptor, which is shared). The
interpreter wastes much more memory: an approximate size of 2280 bytes for each
instance was determined which is 14 times more.

The same applies to arrays as Figure 5.2 shows. An array of integer values with
1007000 components takes at least 400 kilobytes of memory. Our custom virtual ma-
chine adds a header of 16 bytes whereas the interpreter needs about 2 megabytes mem-
ory for the same array. This is four times more.

| | INuke VM | JNuke Interpreter |

new Sanpl ed ass() 164 Bytes 2280 Bytes
new i nt [ 100000] 400 kilobytes 2000 kilobytes

Table 5.2: Comparison of memory footprint between the JNuke VM and the former
interpreter of JNuke.
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| Sun JvM B Sun JVM w/o JIT [] JNuke VM M Interpreter |

10000

1000

100

10 —

Methodinv ~ ReadMany Iteration Array MultiArray DoubleOp  BubbleSort JASPA
ocation Fields

0,1+

Figure 5.1: Benchmark results as a chart.

public class Sanpled ass {
int al, a2, a3, a4, a5, a6, a7, a8, a9;
long I'1, 12, 13, 14, |5 16, 18, 19;
oj ect ol, 02, 03, 04, 05 06, 07, 08;
}

Figure 5.2: Example class with a couple of fields in order to compare the memory
consumption between the JNuke VM and the intepreter
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Multi-threaded tests

This section tests the performance of multi-threaded programs. The test program are
presented in Appendix B. Since the former interpreter does not support threading,
the JVM of Sun and our custom JVM only pit one’s strength against each other. We
consider four programs:

Dining philosophers is a classic synchronization problem. The problem consists of
three philosophers sitting at a table who do nothing but think and eat. Between each
philosopher, there is a single stick. In order to eat, a philosopher has to obtain both
sticks. A problem can arise if each philosopher grabs the stick on the right, then waits
for the stick on the left. In this case a deadlock has occurred, and all philosophers will
starve. The solution is that one philosopher has to acquire its sticks in the opposite
order. Since performance is measured, this implementation meets this criterion.

Producer-consumer problem is another classic synchronization problem which is
also called bounded buffer problem. There is a set of producers and consumers. Pro-
ducers write elements into a buffer as long the buffer is not full. Consumers consume
elements from the buffer as long the buffer is not empty. The producer-consumer prob-
lem illustrates the need for synchronization in systems where many processes share a
resource.

JGFCrypt  performs IDEA (International Data Encryption Algorithm) encryption
and decryption on an array of three million components. JGFCrypt is part of the Java
Grande Forum Benchmark Suite [40]. The algorithm involves two principle loops,
whose iterations are independent and are divided between the threads in a block fashion
(see Section B.10).

JGFSeries is also part of the Java Grande Forum Benchmark Suite. It computes
the first ten thousand fourier coefficients of the function f(x) = (x+ 1)* in multiple
threads. The most time consuming component of the benchmark is the loop over the
Fourier coefficients. Each iteration of the loop is independent of every other loop and
the work may be distributed simply between the threads. The work of this loop is
divided evenly between the threads in a block fashion, with each thread updating the
elements of its own block [40] (see Section B.11).

JGFSparseMatmult  uses an unstructured sparse matrix stored in compressed-row
format with a prescribed sparsity structure. This test exercises indirection addressing
and non-regular memory references. A 50°000x 50’000 sparse matrix is used for 200
iterations. The principle computation involves an outer loop over iterations and an inner
loop over the size of the principal arrays. The simplest parallelization mechanism is to
divide the loop across the array length between threads. Parallelizing this loop creates
the potential for more than one thread to up-date the same element of the result vector.
To avoid this the non zero elements are sorted by their row value. The loop has then
been parallelized by dividing the iterations into blocks, which are approximately equal,
but adjusted to ensure that no row is accessed by more than one thread [40] (see Section
B.12).

First, a Dining Philosopher program is considered with three dining philosophers
where each of them acquires their shared resources 307000 times. The whole program
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executes 287564800 byte codes where the resulting execution performance depends
upon the number of thread switches performed by the scheduler. Since the number of
thread switches is determined by the size of the execution slice each thread receives,
the Round Robin Scheduler was configured with different slices as Table 5.3 illustrates.
The test has shown, that if a thread is able to execute many byte codes without inter-
ruption the overall performance is better due to fewer thread switches. However, the
lost of efficiency between the first and the last test is 13% only. As a result, the number
of thread switches hardly affect the performance of the JNuke VM.

| Time slice [us] | Bytecode slice | Time [s] | Thread switches | Instr/sec |

34 5 27.55 793216 | 1036834
125 100 24.46 195496 | 1167816
704 1000 24.32 34520 | 1174539

6984 10000 23.86 3416 | 1197183

Table 5.3: Results of the Dining Philosophers program where the scheduler allows each
thread to execute 5, 100, 1000, or even 10000 bytecodes without interruption.

The Producer-consumer program (Producer-consumer-1) contains a producer and a
consumer thread working on a buffer with one slot. Each thread performs 1207000 en-
queue or dequeue operations on this buffer. The main difference to the dining philoso-
phers program is that threads in the producer-consumer program are very often blocked.
Since the buffer has just one slot, the producer thread and consumer thread are alter-
nated by the scheduler. Threads always compete for this one slot. The dining philoso-
phers program, however, causes fewer lock collisions as n threads share n locks. The
consequences are shown in Table 5.4: As opposed to Sun’s VM, the JNuke VM catches
up if threads are often blocked. It seems that the JNuke VM takes advantage of user-
level scheduling instead of kernel level scheduling. When a thread is blocked a thread
switch occurs, where scheduling on user-level consumes less time.

The second producer-consumer program (Producer-consumer-2) contains one hun-
dred producers writing into one buffer slot one thousand times. There is one consumer
thread consuming all produced elements. The one consumer has to be alternated with
all producers. In worst case, it happens that the scheduler wakes up many producers
where each of them immediately goes to sleep again as the slot is still full. This is
enormous time-consuming as any thread switch carries weight. In particular, this ap-
plies to kernel-level threads. As a result, Sun’s VM needs without NPTL [34] about
six minutes for Producer-consumer-2. The JNuke VM passes this test in forty seconds.
Apparently, the NPTL scales much better than the current Pthreads-Lib of kernel 2.4.x.

The JGF benchmarks are larger and more representative than the previous examples
(see Table 5.4). The Sun VM executes JGFCrypt about fifty times faster and JGFSeries
about twenty times faster. With disabled just-in-time compiler, the Sun VM is still
twenty times faster for JGFCrypt and eight times faster for JGFSeries. Averaged over
all multi-threaded tests, Sun’s VM with enabled just-in-time compiler is about seven-
teen times faster than the JNuke VM. Sun’s VM with disable just-in-time compiler is
still seven times faster.
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Benchmark SunJVM | JNuke VM
with JIT | w/o JIT
Dining philosophers 1.46 4.64 23.86
Producer-consumer-1 45 7.18 23.28
Producer-consumer-2 7.70 12.41 40.48
Producer-consumer-2 (w/o NPTL) 371.1 | 602.34 40.48
JGFCrypt (2 threads) 331 8.80 167.92
JGFCrypt (20 threads) 3.22 8.29 162.55
JGFCrypt (200 threads) 3.28 8.51 155.10
JGFSeries (2 threads) 22.32 61.78 510.52
JGFSeries (20 threads) 22.62 63.81 515.43
JGFSparseMatMult (2 threads) 5.79 20.17 537.36
JGFSparseMatMult (20 threads) 3.84 17.64 527.41
Geometric mean 7.89 20.10 135.70
Overhead 1.00 2.55 17.20

Table 5.4: Results of various multi-threaded benchmarks

5.2 ExitBlock and ExitBlock-RW

This section presents experiments of running ExitBlock and ExitBlock-RW on a number
of example Java programs. The programs presented here are small programs, but they
are scaled-down versions of what one would expect to encounter in real applications.
They all exhibit different types of concurrency errors which are detected. The listings
can be found in Appendix B.

Performance

The first program does not contain any errors but it is dedicated to measure how many
schedules ExitBlock-RW executes for a specified number of threads and locks per
thread. The program creates a number of threads and a number of locks. Each thread
acquires each lock once and does nothing else (see listing in Section B.13). Thus, there
are no inter-thread data dependencies. Table 5.5 lists the results of running the pro-
gram with various number of threads and locks. The number of schedules per second
is only reported for tests lasting longer than one second, otherwise the initialization of
the virtual machine would falsify the result.

This test is taken from the Rivet paper originally describing ExitBlock-RW [7].
This paper also provides results of running the target program with various number
of threads and locks. Since the Rivet virtual machine presumes a JDK1.1.5 which is
not available anymore, time comparisons cannot presented in this thesis. It is, however,
possible to compare the number of schedules executed, as shown in Table 5.6. It attracts
attention that the number of schedules are the same for tests with two threads. However,
for tests with more than two threads, the number of executed schedules are not the same
anymore. | enumerated the number of schedules for simple examples by hand in order
to proof whose implementation is right. The number of schedules enumerated by hand
always accorded to the number of schedules executed by our implementation. | assume
that the implementation of Rivet handles creation of new threads differently. This may
explain why the differences occur only for tests with more than two threads.
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| Threads | Locks | Test case | Memory | Schedules | Time [s] | Schedules/sec ]
2 1 17 | 764.4 kBytes 4 0.11
2 2 18 | 764.4 kBytes 5 0.11
2 100 19 2.7 MBytes 103 2.89 35.6
3 1 20 | 764.4 kBytes 9 0.11
3 50 21 1.8 MBytes 156 1.63 95.7
3 100 22 4.2 MBytes 306 9.77 31.3
4 20 23 1.2 MBytes 130 1.07 1215

Table 5.5: Test case rv/exitblock/17 ... 23 execute Per f or mance. j ava for different
number of threads and locks.

Threads | Locks Schedules

Rivet [7] | INuke
2 1 Z 4
2 2 5 5
2 100 103 103
3 1 13 9
3 50 2757 156
3 100 10507 306
4 20 11155 130

Table 5.6: Comparison of executed schedules by Rivet’s systematic scheduler and our
systematic scheduler using ExitBlock-RW.
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Deadlock

Figure 5.3 on this page contains two threads acquiring two locks in a different order.
The first thread obtains the two locks in order (B, A), while the second thread obtains
them in the order (A, B). If the first thread obtains B and then the second thread obtains
A we have reached a deadlock, since each thread holds the lock the other thread seeks.
The reverse lock cycle detector correctly discovers this deadlock regardless of whether
ExitBlock or ExitBlock-RW is chosen. Figure 5.4 shows how the deadlock is reported.

T0: T1:

1: synchroni zed(B) { 5: synchroni zed(B) {
2 synchroni zed(A) { 6: synchroni zed(A) {
3 } 7 }

4; } 8: }

Figure 5.3: Two threads, both containing nested synchronized regions where each
thread acquires the locks in a different order.

Deadl ock found at LockAB.run ()V (line 15) (pc 9) (thread 1)
The according schedul e is:
(JNukeSchedul e
(JNukeThreadSwi tch (fromthread 0) (to_thread 0)
(JNukeMet hod "Mainl. main" (JNukeSignature "V' (JNukeVect or
"[Ljavallang/String;"))) (pc 8) (line 9))
(JNukeThreadSwi tch (before) (fromthread 0) (to_thread 1)
(JNukeMet hod "Mainl. main" (JNukeSignature "V' (JNukeVect or
"[Ljavallang/String;"))) (pc 15) (line 13))

Figure 5.4: The output produced by rv/ricanalizer/4 testing the program shown in Sec-
tion B.14.

Deadlock3

The program shown in Figure 5.5 contains three threads where the first thread acquires
locks A and B, the second thread acquires locks B and C and finally the third thread
acquires lock Cand A. The deadlock occurs when the first thread acquires A, the second
thread acquires B, and the third acquires C. Then none of the threads can proceed since
a different thread hold the lock it seeks.

TO: T1: T2:

synchroni zed(A) { synchroni zed(B) { synchroni zed(C) {
synchroni zed(B) { synchroni zed(C) { synchroni zed(A) {
} } }

} } }

Figure 5.5: Three threads, each acquiring two locks in a cycle order.

The ExitBlock algorithm explores 946 different schedules (see rv/exitblock/24) and
the reverse lock cycle analyzer is able to detect the deadlock shown in test case rv/rl-
canalizer/7. The ExitBlock-RW however, that explores 11 schedules, is not able to
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detect the deadlock. This is because no data dependencies exist between any atomic
block. Therefore, the ExitBlock-RW algorithm alternates only the order in which each
thread comes to run where no other thread is re-enabled and scheduled during the exe-
cution.

DeadlockWait

The program presented in Section B.18 shows a common type of condition deadlocks.
A first thread holding two Locks A and B from a nested synchronized section performs
wait on B whereupon the thread releases the lock B but not A. Since the first thread still
holds Lock A no one else can obtain this lock while the first thread is sleeping. Thus,
a second thread aims to notify the first thread but blocks on lock A instead. ExitBlock
and ExitBlock-RW find the condition deadlock.

SplitSync

The fragment shown in Figure 5.6 demonstrates another timing-dependent bug. De-
pending on the schedule the invariant r.x ==y may fail. By splitting the increment of
r.x into two synchronized statements, an error will occur if the two threads are inter-
leaved between the synchronized statements. Both threads will read the original value
of r.x, and both will then set it to one plus its original value, resulting in the loss of one
of the increments (see Section B.16).

TO and T1:
0: synchronized (r) { vy
1: synchronized (r) { r

Figure 5.6: SplitSync example.

The program SplitSync was successfully tested by ExitBlock and also by ExitBlock-
RW. Both algorithms find the assertion violation at the second explored schedule where
ExitBlock executes 37 and Exitblock-RW executes 17 schedules.

Dining Philosophers

The dining philosophers program is a typical problem where condition deadlocks may
occur. The code example from Section B.17 is such an example where all the philoso-
phers try to acquire their forks in the same order. The condition deadlock occurs if
each philosopher has successfully acquired one fork and is waiting for the other one.
In this case, each thread is waiting for an infinite time. According Figure 5.7, which
shows the implementation of For k. j ava, there are no inter-thread data dependencies.
Remember, entering a synchronized region is not considered as a write action to the
lock object.

The program has been tested with ExitBlock (rv/exitblock/29) and ExitBlock-RW
(rv/exitblock/30). ExitBlock executes 5871 schedules where the condition deadlock is
found after 843 explored schedules. ExitBlock-RW executes 51 schedules where the
condition deadlock is not detected due to lack of inter-thread data dependencies. The
number of schedules enormously explodes for ExitBlock so that it cannot applied to
realistic problems. While ExitBlock-RW is able to cut down the number of schedules,
the condition deadlock is not discovered.
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public synchronized void acquire(Phil osopher p)
throws InterruptedException {

while( owner '=null ) { wait(); }
owner = p;

}

public synchronized void release() {
owner = null;
noti fyAll();

}

Figure 5.7: Implementation of For k. j ava

| Test Case | Memory | Time [s] | Threads | Schedules | p-factor |
rv/exitblock/30 767.0 kBytes 0.10 3 51 3.75
rv/exitblock/31 | 767.0 kBytes 0.13 4 75 3.11
rv/exitblock/32 | 1001.9 kBytes 0.92 10 1146 3.06
rv/exitblock/33 1.8 MBytes 309.24 20 305978 4,22

Figure 5.8: Dining Philosophers for 3, 4, 10 and 20 running threads.

Figure 5.8 shows the result of ExitBlock-RW applied to the Dining Philosopher
problem for 3, 4, 10 and finally 20 concurrent threads. Even though the condition
deadlock is undetected, this test is appropriate to examine growth factors of ExitBlock-
RW. The p-factor is defined as follows:

__ log(number_of _schedules)
p= log(number_of _threads)

It shows the polynomial dependency between the number of threads and the re-
sulting number of schedules. As all the p-factors are more or less the same, it can be
assumed that ExitBlock-RW is polynomial in the number of threads for this problem.
The memory consumption grows linearly.

Bufferlf

The Bufferlf program contains a bounded buffer that has an error in its enqueue method.
The program is shown as a whole in Section B.19 and as a simplified portion in Figure
5.9. The program is easy to understand: a producer inserts an element into the buffer
if the buffer is not full. Otherwise, it performs wai t on the buffer object. This puts
the thread to sleep until another thread performs noti f yAl I on the same buffer object.
Similarly, any consumer performs wai t if the buffer is empty. The consumer thus
sleeps until another thread performs noti fyA|. When this happens the consumer
checks whether the buffer is still empty. If so, it performs wai t again. Otherwise, the
consumer consumes one element from the buffer and leaves the method. The error is
that the enqueue method of the buffer does not re-check the condition on natification.
The program uses an i f to test the condition that the buffer is full instead of a whi | e
loop. This is a problem if more than one thread sleeps on the buffer object waiting for
enqueuing an element. Those threads are woken up by noti f yAl | when a consumer
has consumed one element as there is space for one new element again. Since the
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condition is not rechecked at the enqueue method, it may happen that more than one
thread enqueues an element which causes a buffer overflow.

synchroni zed enqueue(Chj ect x)
1. if( full ) /* BUG*/

2 wait();
3: /** insert element */
4: notifyAll();

synchroni zed dequeue()

5. while( enpty )

6: wait();

7: [** consunme el ement */
8: notifyAll();

Figure 5.9: Producer/Consumer example where the condition is not rechecked in the
engueue method.

The sample program creates two producers and one consumer. Both, ExitBlock and
ExitBlock-RW discover many schedules where the assertion in the enqueue method
fails. Since we just check the assertion (jnuke.Assertion.check) when the assertion
fails (execution does not stop), the systematic scheduler encounters later in execution a
condition deadlock at the dequeue method. Iff the assertion fails, the consumer thread
sleeping in the dequeue method will never leave the while loop anymore. After all
producers are terminated, the consumer will be never woken up, which is properly
detected as a condition deadlock.

BufferWhile

The BufferWhile program is a modification of the BufferIf program from above. The
engueue method uses a whi | e loop now instead of an i f statement in order to check
the condition (see Section B.20 for the source code). Even when two producer threads
are waiting and awakened by noti fyAl I, the assertion cannot fail as the condition is
rechecked by each thread. The thread that was scheduled first can enqueue the next
element whereupon the second scheduled thread is not able to escape the whi | e loop.
The correctness is shown by ExitBlock and by ExitBlock-RW. There is, according to
the log, neither a condition deadlock nor an assertion violation.

5.2.1 Performance of the milestone/rollback mechanism

Table 5.7 presents how much time is consumed by the rollback/milestone mechanism.
It illustrates also the number of created milestones and the number of rollbacks per-
formed. Test case A and B are the results from the dining philosophers program with
ten or twenty threads, respectively. C, D, E executes Per f or mance. j ava with different
number of threads and locks:

e C: two threads and hundred locks
e D: three threads and fifty locks

e E: three threads and hundred locks
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Test case Rollback Milestone Total Execution User
Number | Time [s] | Number | Time[s] Time [s] | Time [s]

A 4061 0.36 2915 0.15 0.92 0.41

B 644753 82.19 | 338653 31.84 309.24 195.21

C 10405 1.80 10302 0.72 2.89 0.37

D 8009 0.92 7853 0.38 1.63 0.33

E 31009 6.25 30703 2.45 9.77 1.07

Table 5.7: Time behaviour of the milestone/rollback mechanism

As Figure 5.10 shows, the milestone/rollback mechanism consumes for the dining
philosophers program (test A and B) between 40 and 55% of the total execution time.
Test C, D and E even need up to 90% of the execution time for the milestone/rollback
mechanism. The results do not surprise, as both test programs hardly contain any real
code. They primarily consist of code causing creation of milestones where there is
hardly any code in-between two milestones. Due to lack of time | could not test more
representative programs. However, we can consider time consumed by one rollback
or milestone creation, respectively. Table 5.8 presents these figures. In a previous test
(see Table 5.3), we stated that the virtual machine executes about one million instruc-
tions per second for the dining philosopher program (this is one instruction per ps). In
average, a rollback or a milestone creation cost about 100 ps for test case A and B.

100%

90% +— —

80% +— —

70% —

60% +—

50% +— [ User time

] Milestone

40% 1 I Roliback
30% -
20% -
10% -
0%+

A B C D E

Figure 5.10: Time consumption of the rollback/milestone mechanism

5.3 Summary

This chapter has shown that the JNuke VM executes programs about thrity times faster
than the former interpreter of JNuke. Sun’s virtual machine is much faster than our
custom virtual machine due to the just-in-time compiler. In average, it is about seven-
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| Test case | Rollback [us] | Milestone [us] |

A 88.6 51.6
B 127.4 94.0
C 172.9 69.9
D 114.8 48.4
E 201.5 79.8

Table 5.8: Time consumption for one rollback or milestone.

teen times faster. This depends on the mix of byte codes. Programs that mainly consist
of byte-codes for branching, calculation, etc. can be compiled into very efficient ma-
chine code. In such disciplines our custom virtual machine cannot compete with the
virtual machine of Sun. If a program, however, consists of complex bytes such as
method invocation, field accesses, or floating point operations, our custom virtual ma-
chine can catch up a bit due to efficient implementation of the heap manager and the
virtual tables. Our virtual machine profits of the user-level scheduling, which allows
an efficient implementation of thread switches. In a concurrent program where many
threads compete for a small set of locks, our custom virtual machine even beats Sun’s
virtual machine under some circumstances.

This chapter has also considered experiments with the systematic scheduler. It
has been shown that many types of common errors in concurrent Java programs can
be discovered. ExitBlock finds all the errors in the example programs. It enumerates
an enormous number of schedules such that it apparently cannot be applied to larger
examples. ExitBlock-RW also tests larger examples. However, some deadlocks are not
discovered due to lack of data dependencies. Therefore, Chapter 6 discusses among
other things approaches that enables ExitBlock-RW to detect any deadlock.



Chapter 6

Future Work

6.1 Futurework on thevirtual machine

The virtual machine is far from complete as three months of programming is a rather
short time to implement a whole virtual machine. At certain points the virtual machine
is either incomplete, not standards compliant enough, or not optimized. This section
names these deficiencies below.

Input/output

The virtual machine currently does not provide any 1/O facilities. 1/0O classes use na-
tive methods which are not implemented yet. The implementation is straightforward.
One problem, however, arises for blocking 1/0 in connection with multi-threaded Java
programs. Since the virtual machine uses user-level instead of kernel-level threads, any
thread that performs a blocking operation would block all other threads. The virtual
machine is designed as one process which is preempted by the operating system on
blocking system calls. As a result, the whole virtual machine is blocked waiting for
data, regardless of whether other Java threads could run. Kernel-level threads, how-
ever, profit of the operating system which immediately preempts blocking threads and
put them on a system wait queue. As soon as the data are ready to deliver, the thread is
awaken again [3].

The virtual machine, therefore, needs similar mechanisms avoiding blocking of the
whole virtual machine. There are two different approaches:

e Replacing blocking system-calls such asread, wri t e, connect , accept, sl eep,
wai t, etc. by non-blocking versions. The virtual machine uses sel ect internally
to manage non-blocking I/0. A Thread invoking a blocking system call is dis-
abled until the virtual machine has completed the system call. A few user-level
pthreads implementations do the same [35]. The main advantage is that any
standard foundation library can be used with our virtual machine without any
modifications.

e Replacing classes of the foundation library providing blocking 1/0. This ap-

proach is easier to implement; however, replacing parts of commercial foun-
dation libraries may give rise to copyright problems.

60
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Unlike our virtual machine, the Rivet virtual machine fully supports I/O operations as
it can make use of the underlying native libraries and virtual machine [7].

Java native interface

The virtual machine provides basic support for native methods. Native methods are im-
plemented in the virtual machine and statically registered there. Native methods cannot
be loaded from shared objects at runtime which would be standards compliant [20]. We
need a standards compliant Java native interface otherwise the Java foundation classes
(JFC) can hardly be used, since many of them uses native methods.

Java foundation classes (JFC)

Commercial java virtual machines usually provide their own implementation of the
JFC. The license, however, often forbids to use them with our virtual machine. There
is a project called GNU Classpath whose goal is to provide a free replacement for Sun’s
proprietary implementation [8]. Using GNU Classpath as the class library for our Java
virtual machine does not affect the licensing of the JVM. If we use GNU Classpath, the
JNuke VM may need some minor adjustments.

Dynamic loading and linking

A standards compliant virtual machine dynamically loads, links and initializes classes
and interfaces on demand. Loading is the process of finding the binary representation
of a class or interface type with a particular name. Linking is the process of taking a
class or interface and combining it into the runtime state of the Java virtual machine
so that it can be executed [26]. Loading and linking are currently done at startup of
the virtual machine by means of a list of class files to load. There is no possibility
to load and link classes or interfaces at run-time which is a desirable feature as the
runtime environment aborts if a required class file was not predetermined at the virtual
machine’s startup.

Standards compliant handling of NaN and infinity

Since the classloader currently omits values not a number and infinity [26], the virtual
machine does not execute programs correctly using these special values as they cannot
be represented at the moment.

Deterministic replay of a schedule

So far the virtual machine provides a round-robin scheduler, which cannot be used for
deterministic replay. Errors detected by a runtime-verification tool, such as ExitBlock
or Eraser [36], should be replayed on our virtual machine in order to reproduce an error.
So, we need a further scheduler which is able to execute a multi-threaded program
according a schedule history created by a runtime-verification tool. Schedule histories
can be recorded with JNukeSchedul e. The desired replay scheduler can retrieve the
history from an instance of JNukeSchedul e.
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Writing of cx-files

Marcel Baur has written a Java bytecode instrumentation tool allowing deterministic
replays of schedules on an arbitrary virtual machine [1]. The schedule is described in a
cx-file. Class JNukeSchedul e, that encapsulates a schedule, should be extended such
that cx-files can be generated.

Use of 32-bit registers on SPARC v8

SPARC v8 is a 32-bit architecture which insists on 8-byte alignment for 8-byte values.
If registers of the virtual machine consist of 4 bytes and an 8-byte value is stored
in a register that is 4-byte aligned, a bus error occurs on read or write of this address.
Therefore, registers on SPARC v8 consist of 8 bytes which makes sure that any register
is 8-byte aligned. This wastes memory. The solution is to split one 8-byte access into
two 4 byte accesses.

Just-in-time compiler

The experiments in Chapter 5 have shown that our custom virtual machine is much
slower than Sun’s virtual machine due to lack of a just-in-time compiler. A just-in-time
compiler, however, may come at a cost, as some flexibility get lost. However, most
tools for runtime verification are mainly interested in activities concerning locks, field
accesses, thread states and method invocations. As long as our custom virtual machine
provides this information to tools, a just-in-time compiler hardly affect the flexibility.
Since JNuke uses register byte code, writing of code generators for various platforms
is straightforward.

6.2 Futurework on the milestone/rollback mechanism

There are Java instances whose state also depends on external properties where restor-
ing blocks of memory is not sufficient for a rollback. For instance, 1/O classes can use
files. A proper rollback may consist of closing file handles or even make write accesses
undone. The milestone/rollback mechanism implemented in this thesis is not able to
do so. Such Java classes need to implement the rollback mechanism by themselves as
the virtual machine does not know enough about their accurate states.

One idea is that such classes implement a special interface as considered in Figure
6.1. Classes implementing this interface are bound to implement an according mile-
stone/rollback mechanism. The milestone/rollback mechanism of the virtual machine
omits classes derived from Revert abl e and delegates those tasks by invoking the cor-
responding method of the Revert abl e interface.

As a result, this approach enables almost any class, even those classes with native
states, to accurately establish milestones which can be reverted to. In particular, this is
interesting for 1/O classes. The Rivet virtual machine does not provide such a facility.
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public interface Revertable {
/** save current state */
voi d setM | estone();
[** revert to last state */
voi d rol | back();
/** remove | ast saved state */
voi d removeM | estone();

Figure 6.1: Interface Revert abl e

6.3 Future Work on ExitBlock-RW

Handle a lock enter as a write to the lock object

Lock-cycle deadlocks may not be found due to lack of data dependencies. If, however,
a lock enter is considered to be a write to the lock object, ExitBlock-RW discovers more
lock-cycle deadlocks. The penalty in extra paths considered should not be too high as
synchronized sections often have data dependencies. A program usually acquires an
object lock if it aims to read or write the object. This often results in data dependencies.

Re-enable disabled threads on potential condition deadlocks

Threads once disabled are enabled in further branches only if data dependencies exist
between the disabled thread and the current thread. If the scheduler runs out of enabled
threads, it declares a condition deadlock unless there are disabled threads. The cur-
rent implementation of ExitBlock-RW aborts these paths without declaring a condition
deadlock. ExitBlock-RW, however, could execute those disabled threads nevertheless
to determine if it truly is a condition deadlock.

This idea combined with the idea from above may guarantee complete deadlock
detection even for ExitBlock-RW. Note that this has not been proven.

Allowing to define start point, depth and width of the depth-first
search

ExitBlock and ExitBlock-RW allow to define classes or package which are assumed
thread-safe. For large applications the number of considered schedules is still too
high all the same. It should be possible to test parts of an application allowing to define
start point, depth and width of the depth-first search. This allows to test particular
aspects and parts of a program separately.

Heuristic or randomized branching behaviour

Exhaustive testing often last too long. Since timing-dependent errors usually occur on
several paths, they may be discovered even some branches are omitted. A heuristic
algorithm should prune paths which lead to similar behaviours. The most difficult
part is to develop a strategy that decides which branches to omit. Static analysis of

1see JNukeExi t Bl ock_addSaf el asses.
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the target program may help to find critical sections in a program which finally helps to
find paths of interest. Randomized branching behaviour relies on the same observation.
Since timing-dependent errors occur on several paths, randomized branching should
also find most errors.

Explore several paths at a time

Since the depth-first search of ExitBlock and ExitBlock-RW work strictly sequentially,
there is no profit of multi-processor environments. Applying a divide-and-conquer
strategy in order to explore the tree of schedules, allows it to implement massive paral-
lelization of the problem. When a milestone is created the enabled set can be divided
into n subsets. Then n — 1 additional processes are forked [3]. Each process is ac-
countable for its own subset of enabled threads creating own branches. This results in
execution of multiple paths at the same time. Since each process has its own address
space bothering of other processes is impossible. It is not that difficult to build a sys-
tematic scheduler using multi-processing. The number of processes should be tuned
to the number of processing units available. Usual symmetric multiprocessing systems
typically have 2, 4, 8 or even more processing units. As child processes in Unix share
unmodified memory pages, each child process needs just a little memory. The para-
lyzed divide-and-conquer strategy can also be applied to clustered environments [6]
that may allow exhaustive testing of even larger programs with ExitBlock-RW. As an
example, consider the program in Figure 6.2 and one possible parallelization, shown in
Figure 6.3.

T0: T1:

1: t1 = new LockAB (A, B); 7:  synchroni zed (A {

2: tl.start(); 8: synchroni zed(B) {

3: synchroni zed (B) { 9: }

4; synchroni zed (A) { 10: }

5: }

6: }

Figure 6.2: Sample multi-threaded program with two threads.

6.4 Summary

This chapter has shown some future work on the virtual machine, the milestone/roll-
back mechanism, and the ExitBlock-RW algorithm. The virtual machine is incomplete
at some points. This concerns I/O, special values as NaN and infinity, and the Java na-
tive interface. This chapter has also considered a possible implementation of a just-in-
time compiler. Access to the the internal execution environment should be still possible
whereupon the execution speed is increased. We hope that our custom virtual machine
can then achieve a performance similar to the one of Sun’s virtual machine.

This chapter also has discussed some modifications on ExitBlock-RW allowing
more accurate deadlock detection. It was also considered how heuristics and random-
ized algorithms may help to reduce the number of schedules to be considered. Another
idea was to profit of multi-processing environments by applying a divide-and-conquer
strategy to the depth-first search.
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[ Process 0
[ Process 1
. Process 2

Figure 6.3: Example parallelization of the program shown in Figure 6.2.
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Chapter 7

Conclusions

The execution order of concurrent programs is nondeterministic due to the apparent
randomness in the way threads are scheduled. Techniques for testing sequential pro-
grams consist of test suites where the target program is run on different representative
sets of inputs. A concurrent program may pass such a test suite in spite of concurrent
errors. As only a fraction of the possible schedules is covered, the test suite cannot
cover the behaviour of the entire program. Therefore, a behaviour-complete systematic
scheduler is needed. This presumes a virtual machine that exposes its internal exe-
cution environment in a consistent way. The systematic scheduler performs a depth-
first search to enumerate possible schedules. So the virtual machine provides a mile-
stone/rollback mechanism that allows to establish milestones, which can be reverted
to. We have built such a mechanism on top of a custom virtual machine.

There are two systematic schedulers implemented in this thesis: ExitBlock and
ExitBlock-RW. Both consider only interleavings of synchronized sections, assuming
that a target program follows a mutual-exclusion locking discipline. ExitBlock-RW
additionally avoids interleaving of synchronized sections without data-dependencies.
The number of schedules considered by ExitBlock grows exponentially in the number
of threads and locks per thread. This allows only to test very small examples. The
number of schedules considered by ExitBlock-RW grows polynomially in the number
of locks per thread.

The milestone/rollback mechanism achieves good performance and low memory
footprint. Our custom virtual machine is fast enough to execute one schedule even
though Sun’s JVM is much faster. Exhaustive testing of large programs, however,
needs a faster virtual machine. A just-in-time compiler would find a remedy. Good
heuristics or randomized procedures combined with a multi-process depth-first search
may help as well. In addition, users often debug just a part of a program. Thus, the
systematic scheduler should allow to limit the scope of the depth-first search.

Since our systematic scheduler is able to discover numerous timing-dependent er-
rors (deadlocks and assertion violations), it is worth spending more time for behaviour-
complete testing, assuming we manage to reduce the number of schedules to be con-
sidered and increase performance of the virtual machine.
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Appendix A

APl Documentation

This chapter contains the complete API documentation extracted from the source code.
The following table lists all existing classes used either for the virtual machine or the
systematic scheduler. Figure A.1 on the next page shows a complete UML diagram
of the virtual machine and the systematic scheduler. It helps to understand the virtual

machine and to see the relationships between classes.

Name

| Page | Description

JNukeArraylnstanceDesc

69

Describes an array instance

JNukeEXitBlock 70 | ExitBlock and Exitblock-RW algorithms
JNukeHeapLog 71 | Records modification of Java instances
JNukeHeapManager 72 | Manages Java instances
JNukelnstanceDesc 77 | Describes a class or object instance
JNukeLock 78 | Represents an instance lock
JNukeLockManager 80 | Manages instance locks
JNukeRBClnstruction 81 | Executes register byte codes
JNukeRLCAnalyzer 90 | Reverse lock chain analyzer algorithm
JNukeRRScheduler 90 | Implements the round robin scheduler

JNukeRuntimeEnvironment

91

The runtime environment

JNukeSchedule 96 | Records thread switches during execution
JNukeStackFrame 97 | Represents a stack frame of the call stack
JNukeThread 99 | Represents a Java thread
JNukeVirtualTable 104 | Contains a virtual table for a Java class
JNukeVMState 106 | Holds a VM state for reporting purposes
JNukeWaitList 108 | Represents a wait list
JNukeWaitsetManager 109 | Manages wait sets of instances

Table A.1: List of JNuke classes which are part of the virtual machine or the systematic

scheduler.
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Figure A.1: UML diagram of the virtual machine and the systematic scheduler



A.1l. INUKEARRAYINSTANCEDESC 69

A.1 JNukeArraylnstanceDesc

Describes array instances of the same type. It provides methods for component access
and array instance creation.

JNukeArraylnstanceDesc_createlnstance
void * createlnstance (JNukeChj * this, int size)

Creates an array instance (one dimension only). Returns the pointer to the newly cre-
ated array instance.

in:

size — number of elements

JNukeArraylnstanceDesc_dereferenceType
JNukehj * dereferenceType (JNukeCbj * this)

Dereferences the type of the array ([[I becomes [, ...). The dereferenced type is re-
turned as UCSString. Note that it is up to the client to release the UCSString’s memory.
Thus, it is best to insert this string into the constant pool.

JNukeArraylnstanceDesc_getEntryOffset
int getEntryCifset (JNukeChj * this, int n)

Determines the offset for the n-th component of the array.
in:
n — n-th element (0...)

JNukeArraylnstanceDesc_getEntrySize
int getEntrySize (JNukeQbj * this)

Returns the size of one component in bytes. This number is at least as large as the
alignment, determined by the underlying architecture.

JNukeArraylnstanceDesc_getLength
int getLength (void *instance)

Returns the length of the array instance. Length means the number of components. It
equals to the length operator of the Java language. Method getLength returns -1 if the
instance is NULL.

JNukeArraylnstanceDesc_getType
JNukeQhj * get Type (JNukeChj * this)
Returns the type of the array as UCSString.
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JNukeArraylnstanceDesc_new

JNukeQoj * new (JNukeMem * nem JNukeQbj * heapMyr, JNukeChj * type)

Constructor for INukeArrayInstanceDesc.
in:

heapMgr — the corresponding heap manager.
type — type of the array as UCSString.

A.2 JNukeExitBlock

JNukeExitBlock implements the ExitBlock and ExitBlock-RW algorithm.

JNukeEXxitBlock_addOnEndOfPathL.istener

voi d addOnEndCOf Pat hLi st ener (JNukeQbj * this, JNukeChj * |istenerQvj,
JNukeExi t Bl ockEndCf Pat hLi st ener (i stenerFunc))

Reqgisters a listener that is called when an end of a path is reached. For instance, this
call back can be used to print out a schedule or to analyze the executed schedule.

JNukeEXxitBlock_addOnLockAcquirementFailedListener

voi d addOnLockAcqui rement Fai | edLi stener (JNukeCbj * this, JNukeChj *
|istenerQbj, JNukeExitBl ockLockListener (IistenerFunc))

Registers a listener that is called when a lock could not be acquired. Limitation: there
can be only one such listener at the same time.

in:

listenerObj — object reference to the listener

listenerFunc — function pointer to the call back function

JNukeEXxitBlock addSafeClasses

voi d addSaf ed asses (JNukeCbj * this, const char *path)

Classes that are considered safe can be marked as such. In such classes no milestones
are created. As a result this reduces the number of executed schedules. The argument
can either contains a class or even whole packages. Consider following examples:
java/lang/String, java, or java/lang.

in:

path — this is either a class or a package

JNukeEXxitBlock getSchedule

JNukeQoj * get Schedul e (const JNukeQhj * this)

Returns the schedule (instance of JNukeSchedule). The returned schedule includes
all thread switches until the current point of execution. Such schedule can be used to
replay a schedule in order to reproduce an discovered error.
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JNukeEXxitBlock_init
void init (JNukeQbj * this, JNukeChj * rtenv)

Initializes the ExitBlock algorithm. Needs to be called prior to the start of the virtual
machine.

in:

rtenv — the runtime environment

JNukeEXxitBlock _new
JNukeQoj * new (JNukeMem * nen)

JNukeEXxitBlock_setLog
voi d setLog (JNukeCbj * this, FILE * log, int |ogLevel)

Sets the file stream used for the log. The argument logLevel determines how verbose
the log will be. 0 means non verbose whereas 1 is verbose.

JNukeEXxitBlock _setMode
voi d set Mbde (JNukeQhj * this, JNukeExitBl ockMbde node)

ExitBlock supports both ExitBlock and ExitBlock-RW. Thus, the argument mode can
be set either to JNukePureExitBlock or JNukeEXxitBlockRW.

A.3 JINukeHeaplL og

Class JNukeHeapLog is a class which records heap modifications. It can record fields
or entire instances. Based on the recorded modifications JNukeHeapLog allows to
restore the state of the heap.

JNukeHeapLog_count
int count (const JNukeChj * this)

Returns the number of log entries

JNukeHeapLog_logFieldWriteAccess

voi d | ogFiel dWiteAccess (JNukeChj * this, void **obj _root, int offset,
int size)

Called when a field access shall be logged. A log entry is created and stored iff neither
the field nor the whole object has been recorded before.

in:

obj_root — pointer to root of the object

offset — offset from obj_root

size — number of bytes to save
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JNukeHeapLog_logObjectCreation
voi d | ogQhjectCreation (JNukeGbj * this, void *root)

Called when a object creation shall be logged. Write accesses to such objects are not
recorded then as they are removed at a rollback by all means.

in:

root — pointer to root of the object

JNukeHeaplLog_logObjectWriteAccess
voi d | ogChject WiteAccess (JNukeChj * this, void **obj, int size)

Called when an object write access has to be logged. A log entry is created and stored
iff neither the field nor the whole object has been recorded before.

in:

obj_root — pointer to root of the object

size — number of bytes to save

JNukeHeapLog_new

JNukeQoj * new (JNukeMem * nem

JNukeHeapLog_rollback
voi d roll back (JNukeQbj * this)

Backs up the heap according the recorded heap log.

JNukeHeapLog_setHeapManager
voi d set HeapManager (JNukeChj * this, JNukeCbj * nmnager)

Sets the heap manager
in:
manager — JNukeHeapManager reference

A.4 JNukeHeapM anager

Class JNukeHeapManager provides methods for instance creation and for field ac-
cesses of instances. The heap manager can record heap modifications in connection
with the class JNukeHeapLog. This allows to back up the heap at any time to a previ-
ous state.
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JNukeHeapManager_al.oad
int aLoad (JNukeQbj * this, void *obj, int n, JNukeRegister * val ue)

Loads a value from an array instance into the target register. The method fails if the
index is out of bounds. The result is 0, then. Otherwise, 1.

in:

obj — pointer to the array instance

n —array offset

value — pointer to the target register

JNukeHeapManager_aStore
int aStore (JNukeChj * this, void *obj, int n, JNukeRegister * value)

Writes a value to an array instance at the declared offset. Fails if the array index is out
of bounds. The result is 0 then. Otherwise, 1.

in:

obj (JNukePtr) pointer to array instance —

n — array offset

value — pointer to a register

out:

if method fails return value is 0. Otherwise, 1.

Method fails iff n is out of array range

JNukeHeapManager_addReadAccessListener

voi d addReadAccessListener (JNukeObj * this, JNukeObj * I|istenerQbj,
JNukeHeapManager Act i onLi stener (1))

Registers a listener that is notified when a heap objects was read
in:

listenerObj — listener object

| - listener function pointer

JNukeHeapManager _addWriteAccessListener

voi d addWiteAccessListener (JNukeQhj * this, JNukeChj * |istenerQj,
JNukeHeapManager Act i onLi stener (1))

Reqgisters a listener that is notified when a heap objects was written
in:
| — listener

JNukeHeapManager_countArraylnstances
int countArraylnstances (JNukeGbj * this)

Returns the number of array instances managed by the heap manager
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JNukeHeapManager_countObjectInstances
int count Qbj ectlnstances (JNukeCbj * this)

Returns the number of objects instances managed by the heap manager

JNukeHeapManager_createArray

void * createArray (JNukeQbj * this, JNukeQhj * type, int dinension,
int *sizes)

Creates an (multi-)array with declared dimension.

in:

type — type as UCSString ("[L", "[[[[I", ....)

dimension — depth of creation recursion

sizes — array of integers providing size of each dimension

out:
Returns the pointer to the allocated memory block. NULL if method failed.

JNukeHeapManager_createObject

void * createChject (JNukeGhj * this, JNukeChj * class)
Creates an object instance of a class.

in:

class — name of class (UCSString)

out:
Returns a pointer to the allocated memory block. NULL if method failed.

JNukeHeapManager_deleteLatestArraylnstances
voi d del eteLatest Arraylnstances (JNukeCbj * this, int n)

Deletes the n latest object instances. Called by the HeapLog when a rollback is per-
formed.

JNukeHeapManager_deleteLatestObjectinstances
voi d del et eLat est Obj ect I nstances (JNukeCbj * this, int n)

Deletes the n latest object instances. Called by the HeapLog when a rollback is per-
formed.

JNukeHeapManager_getClassinstanceDesc

JNukeQhj * getd asslnstanceDesc (JNukeQbj * this, JNuke(hj * class)
Finds a class instance descriptor by name.

in:

class — name of class (UCSString)
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out:
Returns the pointer to corresponding JNukelnstanceDesc. NULL if no descriptor was
found.

JNukeHeapManager_getField

int getField (JNukeCbhj * this, JNukeChj * class, JNukeChj * field, void
*obj, JNukeRegister * val ue)

Reads a field of an object instance. The result is written into the declared register. The
method fails if the desired field does not exist.

in:

class — name of class (UCSString)

field — name of field (UCSString)

obj — this pointer of target object

value — pointer to the target register

JNukeHeapManager _getHeapLog
JNukehj * getHeapLog (const JNukeChj * this)

Returns the current heap log. If no log is defined, NULL is returned.

JNukeHeapManager_getObjectIinstanceDesc
JNukeQhj * get Qbj ectlnstanceDesc (JNukeCbj * this, JNukeChj * class)

Finds an object instance descriptor. Returns NULL if no corresponding descriptor ex-
ists.

in:

class — name of class (UCSString)

JNukeHeapManager_getStatic

int getStatic (JNukeGhj * this, JNukeQhj * class, JNukeOhj * field, JNukeRegister
* val ue)

Reads a static field of a class instance. The result is written into the target register.
in:

class (UCString) — name of class

field (UCString) — name of field

value — pointer to the target register

out:
If method fails, return value is 0. Otherwise, 1.
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JNukeHeapManager_new
JNukeQoj * new (JNukeMem * mem JNukeCbj * cl assPool)

out:

JNukeHeapManager_putField

int putField (JNukeQoj * this, JNukeQoj * class, JNukeCbj * field, void
*obj, JNukeRegister * val ue)

Writes a field of an object instance. If method fails return value is 0. Otherwise, 1.
in:

class — name of class (UCSString)

field — name of field (UCSString)

obj — this pointer of target object

value — pointer to the source register

JNukeHeapManager_putStatic

int putStatic (JNukeGhj * this, JNukeChj * class, JNukeQbj * field, JNukeRegister
* val ue)

Writes a static field of a class instance.

in:

class — name of class (UCString)

field — name of field (UCString)

value — pointer to the source register

out:

if method fails return value is 0. Otherwise, 1.

JNukeHeapManager_setHeapLog

voi d setHeapLog (JNukeQoj * this, JNukeQoj * heaplog)

§ets the the heap log.

Lr;apLog —reference to heap log to use. If reference is NULL, no log is written.

JNukeHeapManager_setLoggingGranularity

voi d setLoggingGanularity (JNukeGbj * this, enum JNukeLoggi ngG anularity
granul arity)

Sets the logging granularity. This is either JNukeFieldGranularity or JNukeObject-
Granularity.
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A.5 JNukel nstanceDesc

Describes class and object instances of the same type. It provides methods for calcula-
tion of field offsets, but also methods used for creation of instances.

JNukelnstanceDesc_createlnstance
void * createlnstance (JNukeChj * this)

Factory method that creates an instance according the description. Returns the pointer
to newly created instance.

JNukelnstanceDesc_getClass
JNukeQhj * getC ass (JNukeChj * this)

Returns the class description corresponding to the descriptor.

JNukelnstanceDesc_getClassinstance
void * getd asslnstance (const JNukeGhj * this)

Returns the pointer to the class instance.

JNukelnstanceDesc_getFieldInfo

int getFieldinfo (JNukeQhj * this, JNukeQbj * class, JNukeChj * field,
int *offset, int *size)

Returns the offset and size for a given field. The unit of an offset is either 4 or 8 bytes,
respectively. This depends on the platform.

in:

class — name of class (UCSString)

field — name of field (UCSString)

out:
offset — offset in slots (4 or 8 byte slots)
size —size in bytes

JNukelnstanceDesc_getSize
int getSize (JNukeQoj * this)

Returns the used memory in bytes for an instance of this descriptor.

JNukelnstanceDesc_getVirtualTable
JNukeQoj * getVirtual Table (const JNukeGhj * this)

Returns the virtual table of this instance
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JNukelnstanceDesc_new

JNukeQoj * new (JNukeMem * nmem enuminstance_desc_types type, JNukeQbj
* classDesc, JNukeQhj * classPool)

Creates a new instance descriptor.
in:

heapMgr — the heap manager
classDesc — the class description

JNukelnstanceDesc_setClassInstance
voi d setd asslnstance (JNukeCbj * this, void *classlnstance)

Sets the class instance.

JNukelnstanceDesc_setVirtualTable
voi d setVirtual Table (JNukeQoj * this, JNuke(hj * vtable)

Sets the virtual table of this instance.

A.6  JNukelL ock

Represents an object lock. A lock has an owner thread, a corresponding object, and a
wait list with threads that aims to acquire this lock, too.

JNukelLock_acquire
JNukeQoj * acquire (void *object, JNukeGbj * thread)

Tries to obtain a lock at this object for this thread. If a lock could be obtained, the
reference to the lock is returned.

in:

thread — thread that would like to obtain the look

object — instance that should be locked.

JNukelLock_getN
int getN (const JNukeGbj * this)

Returns the number of times the current owner has acquired the lock.

JNukeLock_getObject
void * getbject (const JNukeQhj * this)

Ech lock belongs to an object. This method returns this object.
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JNukeLock_getOwner
JNukeQhj * get Oaner (const JNukeQhj * this)

Returns the current owner thread.

JNukeLock_new
JNukeQoj * new (JNukeMem * nenj

JNukeLock_release
int release (JNukethj * this)

Releases a lock. Returns the number of times the lock is still locked by its owner.

JNukeLock_releaseAll
void rel easeA | (JNukeQbj * this)

Performs a complete lock release such that the lock can be reacquired again by other
threads.

JNukeLock_removeMilestone
int renoveM | estone (JNukeCbj * this)

Removes the current milestone from the top of the stack.

JNukeLock_resumeAll
voi d resumeAll (JNukeChj * this)

Awakens all threads from the wait set. The wait set is flushed. This is usually used
by notifyAll (awaken threads from the wait set even though the current object is still
locked by another thread)

JNukeLock_resumeNext
voi d resumeNext (JNukeQbj * this)

Awakens the next thread waiting on the lock.

JNukeLock_rollback
int rollback (JNukeChj * this)

Backs up a lock state. Returns 1 if there was at least one milestone remaining. Other-
wise, rollback() returns with 0.
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JNukeLock_setMilestone
voi d setMlestone (JNukeQhj * this)

Creates a milestone. This means that the state of the current lock is copied and pushed
on to a stack of prior lock states. A prior lock state can be restored by performing
rollback() on this lock.

A.7 JNukel ockManager

JNukeLockManager manages all objects locks and provides locking primitives, such
as acquireObjectLock and releaseObjectLock.

JNukeLockManager_acquireObjectLock
int acquirejectLock (JNukeQoj * this, void *object, JNukeCbhj * thread)

Acquires a lock on given object for a given thread. If the object is either unlocked or
already locked by this thread the result is 1. Otherwise, the result is zero and the thread
is appended to the waitset. Further, this thread lost its readyToRun flag.

JNukeLockManager_addOnLockAcquirementFailedListener

voi d addOnLockAcqui renent Fai | edLi stener (JNukeGbj * this, JNukeChj *
I'istenerQbj, JNukeLockManager ActionListener (listenerFunc))

Reqgisters a listener that is called when a lock could not be acquired. Limitation: there
can be only one such listener at the same time.

in:

listenerObj — object reference of the listener

listenerFunc — function pointer to the call back function

JNukeLockManager_addOnLockAcquirementSucceedL istener

voi d addOnLockAcqui rement SucceedLi stener (JNukeGbj * this, JNukeCbj *
I'istenerObj, JNukeLockManagerActionListener (IistenerFunc))

Reqgisters a listener that is called when a lock could be acquired. Limitation: there can
be only one such listener at the same time.

in:

listenerObj — object reference of the listener

listenerFunc — function pointer to the call back function

JNukeLockManager_addOnLockReleasedListener

voi d addOnLockRel easedLi st ener (JNukeObj * this, JNukeGbj * |istenerQbj,
JNukeLockManager Acti onLi st ener (IistenerFunc))

Registers a listener that is called when a lock was released. Limitation: there can be
only one such listener at the same time.
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in:
listenerObj — object reference of the listener
listenerFunc — function pointer to the call back function

JNukeLockManager_new
JNukeQoj * new (JNukeMem * nenj

JNukeLockManager_releaseObjectLock
voi d rel ease(oj ect Lock (JNukeChj * this, void *object)

Releases an object lock. If the recurive lock counter becomes zero the lock is removed
from the thread’s lock set.

JNukeLockManager_releaseThreadLocks
int rel easeThreadLocks (JNukeCbj * this, JNukeChj * thread)

Releases completely all locks belonging to the given thread

JNukeLockManager_removeMilestone
voi d renoveM | estone (JNukeCbj * this)

Removes the current milestone.

JNukeLockManager_rollback
voi d roll back (JNukeQbj * this)

Backs up the state of any lock.

Note: call this rollback prior to the rollback of the heap manager. Otherwise, it may
happen that an object is removed from heap and this rollback attempts to write to an
object that has been deleted just before.

JNukeLockManager_setMilestone
voi d setMIlestone (JNukeQhj * this)

Sets a milestone which means that JNukeLock_setMilestone is called at any lock.

A.8 JNukeRBClInstruction

JNukeRBClInstruction is a static class providing handlers for register byte codes. The
runtime environment delegates the execution of byte codes to this class.
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JNukeRBClInstruction_executeALoad

enum JNukeExecuti onFai |l ure execut eALoad (JNukeXByteCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeGbj * rtenv)

Executes an array store operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out;

Possible JNukeExecutionFailure value:
- none

—null_pointer_exception
—array_index_out_of _bound_exception

JNukeRBClInstruction_executeAStore

enum JNukeExecuti onFai |l ure executeAStore (JNukeXByteCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeGbj * rtenv)

Executes an array store operation
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out;

Possible JNukeExecutionFailure value:
- none

—null_pointer_exception
—array_index_out_of _bound_exception

JNukeRBClInstruction_executeArrayLength

enum JNukeExecuti onFail ure executeArrayLength (JNukeXByteCode * xbc,
int *pc, JNukeRegister regs[], JNukeChj * rtenv)

Executes the Java operator length applied to an array
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
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JNukeExecutionFailure value (either none or null_pointer_exception)

JNukeRBClInstruction_executeAthrow

enum JNukeExecuti onFai | ure execut eAt hrow (JNukeXByt eCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeCoj * rtenv)

Executes a throw operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value: none or null_pointer_exception

JNukeRBClInstruction_executeCheckcast

enum JNukeExecuti onFai | ure execut eCheckcast (JNukeXByteCode * xbc, int
*pc, JNukeRegister regs[], JNukeChj * rtenv)

Executes a check cast operation.
xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value (either none or class_cast_exception)

JNukeRBClInstruction_executeCond

enum JNukeExecut i onFai |l ure execut eCond (JNukeXByteCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeCoj * rtenv)

Executes a condition operation. If the branch is taken, the program counter is accord-
ingly set to the target.

in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value "none"
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JNukeRBClInstruction_executeConst

enum JNukeExecuti onFai |l ure execut eConst (JNukeXByteCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeQoj * rtenv)

Executes a constant value assignment.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value that is always "none"

JNukeRBClInstruction_executeGetField

enum JNukeExecutionFail ure executeGetField (JNukeXByteCode * xbc, int
*pc, JNukeRegister regs[], JNukeGbj * rtenv)

Executes a load field operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:

Possible JNukeExecutionFailure value:
—none

—null_pointer_exception
—no_such_field_error

JNukeRBClInstruction_executeGetStatic

enum JNukeExecuti onFail ure executeGetStatic (JNukeXByteCode * xbc, int
*pc, JNukeRegister regs[], JNukeCbj * rtenv)

Executes a get static field operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:

Possible JNukeExecutionFailure value:
—none

—no_such_field_error
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JNukeRBClInstruction_executelnstanceof

enum JNukeExecuti onFai |l ure executel nstanceof (JNukeXByteCode * xbc, int
*pc, JNukeRegister regs[], JNukeQoj * rtenv)

Executes a instanceof operation.

Instanceof calls Checkcast. The difference between these two operations is the be-
haviour on null pointers. InstanceOf writes false into the result register und Checkcast
succeeds. Operation instanceOf does not throw any cast failure exception. It writes
either true or false into the result register.

in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value (always none)

JNukeRBClInstruction_executelnvokeSpecial

enum JNukeExecuti onFai | ure execut el nvokeSpeci al (JNukeXByt eCode * xbc,
int *pc, JNukeRegister regs[], JNukeCbj * rtenv)

Executes an invocation of a special method.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value (either none or no_such_method_error)

JNukeRBClInstruction_executelnvokeStatic

enum JNukeExecuti onFai |l ure executel nvokeStatic (JNukeXByteCode * xbc,
int *pc, JNukeRegister regs[], JNukeCbj * rtenv)

Executes an invocation of a static method.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value (either none or no_such_method_error)
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JNukeRBClInstruction_executelnvokeVirtual

enum JNukeExecuti onFai |l ure executel nvokeVirtual (JNukeXByteCode * xbc,
int *pc, JNukeRegister regs[], JNukeQhj * rtenv)

Executes an invocation of a virtual method.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value (either none or no_such_method_error)

JNukeRBClInstruction_executeMonitorEnter

enum JNukeExecuti onFai |l ure executehMnitorEnter (JNukeXByteCode * xbc,
int *pc, JNukeRegister regs[], JNukeQhj * rtenv)

Executes a MonitorEnter operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value (either none, null_pointer_exception,
or failed)

JNukeRBClInstruction_executeMonitorExit

enum JNukeExecuti onFail ure executehMnitorExit (JNukeXByteCode * xbc,
int *pc, JNukeRegister regs[], JNukeChj * rtenv)

Executes a MonitorExit operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value (either none, null_pointer_exception
or failed)
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JNukeRBClInstruction_executeNew

enum JNukeExecuti onFai |l ure execut eNew (JNukeXByt eCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeCoj * rtenv)

Executes a new operation (used for creation of objects).
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value "none"

JNukeRBClInstruction_executeNewArray

enum JNukeExecuti onFail ure execut eNewArray (JNukeXByteCode * xbc, int
*pc, JNukeRegister regs[], JNukeChbj * rtenv)

Executes the newArray operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value "none"

JNukeRBClInstruction_executePrim

enum JNukeExecuti onFai |l ure execut ePrim (JNukeXByteCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeQhj * rtenv)

Executes a primitive operation. This can be an operation as follows: add, sub, mul, div,
neg, mod, shift and logical ops, or cmp.

in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value. If a division by zero has been encountered
division_by_zero is returned. Otherwise, the result is "none".
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JNukeRBClInstruction_executePutField

enum JNukeExecuti onFai |l ure executePutField (JNukeXByteCode * xbc, int
*pc, JNukeRegister regs[], JNukeCbj * rtenv)

Executes a store field operation
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:

Possible JNukeExecutionFailure value:
—none

—null_pointer_exception
—no_such_field_error

JNukeRBClInstruction_executePutStatic

enum JNukeExecuti onFai | ure executePutStatic (JNukeXByteCode * xbc, int
*pc, JNukeRegister regs[], JNukeCbj * rtenv)

Executes a put static field operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:

Possible JNukeExecutionFailure value:
—none

—no_such_field_error

JNukeRBClInstruction_executeReturn

enum JNukeExecuti onFai |l ure executeReturn (JNukeXByteCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeGbj * rtenv)

Executes a Return operation.
in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:
JNukeExecutionFailure value (either none or failed)
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JNukeRBClInstruction_executeSwitch

enum JNukeExecuti onFail ure executeSwitch (JNukeXByteCode * xbc, int *pc,
JNukeRegi ster regs[], JNukeCoj * rtenv)

Executes a tableswitch or lookupswitch operation

in:

xbc — xbytecode

pc — current pc

regs — registers

rtenv — runtime environment

out:

Sets the according target offset. It returns always "none"

JNukeRBClInstruction_extractContentType

JNukehj * extract Content Type (const char *arrayType, int dim JNukeQbj
* cl assPool )

For instance: [[[[LMyClass; —> MyClass

JNukeRBClInstruction_getClass

JNukeQhj * getC ass (JNukeChj * classPool, JNukeOhj * classString)
Finds the JNukeClass instance that fits to the class string

in:

class — (UCSString)

out:
JNukeClass instance (NULL if failed)

JNukeRBClInstruction_getJavalLangString

voi d getJavalLangString (JNukeRegister regs[], int resReg, int cur_pc,
JNukeQbj * string, JNukeQhj * rtenv)

Returns a java.lang.String according to the declared UCSString. If the string has been
used in the Java program yet, the string is taken from a pool. Otherwise, a new instance
of java/lang/String is created and delivered.

JNukeRBClInstruction_gotoExceptionHandler

voi d got oExceptionHandl er (void *exception, int *pc, JNukeChbj * issuer_method,
JNukeQhj * rtenv)

Finds an exception handler. If such a handler could be found the runtime environment
is set to that point. If a handler could not be found in the current method exitMethod()
is performed until a handler could be found. If the top level is reached and no handler
was found the exception is printed out such as any VM it does.
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JNukeRBClInstruction_isSuper
int isSuper (JNukeQoj * super, JNukeCbj * sub, JNukeQbj * classPool)

Tests whether super is supertype of sub

A.9 JNukeRL CAnalyzer

JNukeRLCAnalyzer implements a reverse lock chain analyzer which detects lock-cycle
deadlocks. This class is either used on top of ExitBlock or ExitBlock-RW.

JNukeRLCAnNalyzer_init

void init (JNukeChj * this, JNukeChj * rtenv, JNukeGhj * exitBl ock)

in:
rtenv — reference to the runtime environment
exitBlock — reference to the exit block scheduler

JNukeRLCAnNalyzer_new
JNukeQoj * new (JNukeMem * nem

JNukeRLCAnNalyzer setlLog
voi d setLog (JNukeCbj * this, FILE * |og)

Sets the file stream used for logging.

A.10 JNukeRRScheduler

JNukeRRScheduler is a basic scheduler scheduling threads in a round-robin order. It
grants each thread a fixed time slice.

JNukeRRScheduler_enableTracking
voi d enabl eTracki ng (JNukeGhj * this)

Enables the tracking of context switches. Each thread context switch will be written to
a log which can be retrieved with getSchedule.

JNukeRRScheduler_getSchedule
JNukeQoj * get Schedul e (const JNukeQhj * this)

Returns the schedule (JNukeSchedule) which contains a complete history of thread
context switches.
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JNukeRRScheduler _init
void init (JNukeGbj * this, int maxTTL, JNukeCbj * rtenv)

Initializes the the scheduler. Method init() registers the scheduler as a listener of the
declared runtime environment. Further, init() registers a thread state changed listener.
This enables the scheduler to schedule another thread if the current thread comes to an
end.

in:

maxTTL — maximum time to live for a running thread

rtenv — JNukeRuntimeEnvironment

JNukeRRScheduler_new
JNukeQoj * new (JNukeMem * nen)

JNukeRRScheduler_setLog
voi d setlLog (JNukeChj * this, FILE * |og)

Sets the log file stream.

A.11 JNukeRuntimeEnvironment

JNukeRuntimeEnvironment holds the runtime environment and drives the execution of
register byte code in an execution loop.

JNukeRuntimeEnvironment_addJavaString
voi d addJavaString (JNukeCbj * this, JNukeChj * string, void *javaString)

Adds a java string into internal pool of java strings.

in:

string — UCSString

javaString — reference to the corresponding java/lang/String object

JNukeRuntimeEnvironment_addOnExecuteL istener

voi d addOnExecut eLi stener (JNukeCbj * this, int bc_mask, JNukeCbj * Iistenervj,
JNukeExecutionLi stener (1))

Registers a listener for a declared set of bytecodes. The listener is notified when such
a byte code is scheduled to execute. bc_mask is a bit mask of RBC_xyz_mask values.
Note that it is possible to install different listeners for different byte codes.

in:

bc_mask — bitmask of RBC_xyz_mask

| — listener
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JNukeRuntimeEnvironment_addOnExecutedListener

voi d addOnExecut edLi stener (JNukeCbj * this, int bc_mask, JNukeChj *
|istenerChj, JNukeExecutionListener (1))

Registers a listener for a declared set of bytecodes. The listener is notified after execu-
tion of such a byte code. bc_mask is a bit mask of RBC_xyz_mask values.

in:

bc_mask — bitmask of RBC_xyz_mask

| — listener

JNukeRuntimeEnvironment_addThreadStateListener

voi d addThreadSt at eLi stener (JNukeQbj * this, JNukeChj * |istenerQvj,
JNukeThr eadSt at eChangedLi stener (1))

Reqgisters a listener that get notified when the current running thread changes its thread
state. This happens if the current thread has executed wait or join. Also this happens if
the current thread could not obtain a lock or has even died.

in:

| — listener

JNukeRuntimeEnvironment_createThread
JNukeQhj * createThread (JNukeQhj * this)

Creates a JNuke thread and memorize the thread in the list of threads.
out:
Retruns the reference to the therad (JNukeThread).

JNukeRuntimeEnvironment_exitMethod
int exitMethod (JNukeChj * this)

Returns from the current method to the caller method and re-loads the context of the
caller. Returns 1 if there is a caller method. Otherwise, 0.

JNukeRuntimeEnvironment_findJavaString
void * findJavaString (JNukeCbj * this, JNukeChj * string)

Finds a java string in the pool of java strings.

in:

string — UCSString

out:

Returns a reference to the corresponding java/lang/String object.
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JNukeRuntimeEnvironment_getClassPool
JNukeQoj * getC assPool (JNukeCbj * this)

Returns the class pool.

JNukeRuntimeEnvironment_getCounter
int getCounter (JNukeQbj * this)

Returns the total number of executed byte codes.

JNukeRuntimeEnvironment_getCurrentLineNumber
int getCurrentLineNunber (const JNukeGhj * this)

Returns the current line number of the executed target program.

JNukeRuntimeEnvironment_getCurrentMethod
JNukeQhj * getCurrentMethod (const JNukeCbj * this)

Returns current method.

JNukeRuntimeEnvironment_getCurrentRegisters
JNukeRegi ster * getCurrentRegi sters (JNukeQhj * this, int *maxStack)

Returns the current register set.

JNukeRuntimeEnvironment_getCurrentThread
JNukeQoj * getCurrent Thread (JNukeChj * this)

Returns the currently running thread.

JNukeRuntimeEnvironment_getErrorLog
FILE * getErrorLog (const JNukeChj * this)

Returns the error log stream.

JNukeRuntimeEnvironment_getHeapManager
JNukeQhj * get HeapManager (JNukeGhj * this)

Returns the heap manager .

JNukeRuntimeEnvironment_getLockManager
JNukeQoj * get LockManager (const JNukeCbj * this)

Returns the reference to the lock manager.
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JNukeRuntimeEnvironment_getLog
FILE * getLog (const JNukeQbj * this)

Returns the log stream.

JNukeRuntimeEnvironment_getNumberOfByteCodes
i nt get Nunber O Byt eCodes (JNukeChj * this)

Returns the number of byte codes of the current method.

JNukeRuntimeEnvironment_getPC
int getPC (const JNukeChj * this)

Returns the program counter.

JNukeRuntimeEnvironment_getThreads
JNukeQoj * get Threads (const JNukeChj * this)

Returns a vector of existing threads.

JNukeRuntimeEnvironment_getVMState
void getVMstate (JNukeQoj * this, JNukeChj * vnstate)

Writes the current state of the virtual machine into the second argument that has to be
a valid instance of JNukeVVMState (see vmstate.c).

JNukeRuntimeEnvironment_getWaitSetManager
JNukehj * get\\it Set Manager (JNukeQoj * this)

Returns the wait set manager.

JNukeRuntimeEnvironment_init
int init (JNukeGbj * this, JNukeCbj * heapMyr, JNukeQbj * classPool)

Sets up the environment. Must be called after creation of an environment. init() creates
the main thread, executes any <clinit> methods, and looks up for a main method. If a
main method could be found this method is set as the current method. Otherwise, the
init() fails and returns zero. The user may call run() after this to start the previously
found main() method.

JNukeRuntimeEnvironment_interrupt
void interrupt (JNukeChj * this)

Interrupts the excution loop immediately.
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JNukeRuntimeEnvironment_loadDefaultClasses

int |oadDefaultd asses (JNukeCbj * this, JNukeCbj * classPool, const
char *cl asspath)

This method loads some default classes which are used to print out boolean values such
that test cases are at least able to print success or failure behaviour.

JNukeRuntimeEnvironment_loadUserClasses

int |oadUserd asses (JNukeQhj * this, JNukeQoj * classPool, const char
*classpath, int n, const char **extrad asses)

Loads user classes given as argument.

in:

classPool - reference to the class pool.

classpath — path to the user classes

n — number of extra user classes to load

extraClasses — array of additional user classes to load (absolut paths)

JNukeRuntimeEnvironment_new
JNukeQoj * new (JNukeMem * nenj

JNukeRuntimeEnvironment_removeMilestone
int renoveM | estone (JNukeChj * this)

Removes the last milestone.

JNukeRuntimeEnvironment_rollback
int rollback (JNukeChj * this)

Backs up the last stored state of the virtual machine.

JNukeRuntimeEnvironment_run
int run (JNukeCbj * this)

Executes the current method from current PC. One usually has to call init() or set-
Method() prior to call run(). Otherwise, an assertion is thrown since no byte code is to
execute.

JNukeRuntimeEnvironment_setErrorLog
void setErrorLog (JNukeQoj * this, FILE * file)
Sets the error log stream.

in:

file — file stream
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JNukeRuntimeEnvironment_setL.og

void setLog (JNukeQhj * this, FILE * file)
Sets the log stream.

in:

file — file stream

JNukeRuntimeEnvironment_setMethod
JNukeQoj * setMethod (JNukeGbj * this, JNukeGbj * nethod)

Sets declared method as the current method. Returns a new stack frame used for this
method.

JNukeRuntimeEnvironment_setMilestone
void setMlestone (JNukeQhj * this)

Sets a milestone which saves the whole state of the virtual machine.

JNukeRuntimeEnvironment_setPC
voi d setPC (JNukeQoj * this, int pc)

Sets the program counter manually.

JNukeRuntimeEnvironment_setScheduler
voi d set Schedul er (JNukeGbj * this, JNukeGbj * schedul er)

Sets the scheduler.

JNukeRuntimeEnvironment_switchThread
voi d switchThread (JNukeGbj * this, JNukeQbj * next Thread)

Safes the context and performs a thread context switch.
in:
nextThread — Thread instance switch to

A.12 JNukeSchedule

JNukeSchedule is a container recording thread switches during execution used for later
replay or further analysis. JNukeRRScheduler and JNukeEXxitBlock use this class for
this purpose.
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JNukeSchedule_append

voi d append (JNukeChj * this, JNukeChj * vnstate, JNukeCbj * next _thread)

Appends a new context switch according the arguments.

in:

vmstate — a valid reference to a vmstate (see rtenv.c and vmstate.c)
next_thread — depicts the next thread that is going to be scheduled

JNukeSchedule clear

void clear (JNukeQhj * this)
Clears the history.

JNukeSchedule_concat

voi d concat (JNukeChj * this, JNukeChj * sched)
Concats two schedules where entries of the second schedule are copyied.

JNukeSchedule_count

int count (const JNukeChj * this)
Returns the number of schedule entries.

JNukeSchedule_get

JNukeCont ext Swi tchinfo * get (const JNukeChj * this, int index)
Returns the schedule entry at given index.

JNukeSchedule_getHistory

JNukel terator getH story (const JNukeGhj * this)
Returns an iterator to the list of context switches.

JNukeSchedule_new
JNukeQoj * new (JNukeMem * nen)

A.13 JNukeStackFrame

JNukeStackFrame holds the register set of the according method context.

JNukeStackFrame_decRefCounter

int decRef Counter (JNukeChj * this)
Decrements the reference counter.



98 APPENDIX A. APl DOCUMENTATION

JNukeStackFrame_getMaxLocals
int getMaxLocals (const JNukeChj * this)

Returns the number of local variables in the method of this stackframe.

JNukeStackFrame_getMaxStack
int getMaxStack (const JNukeQhj * this)

Returns the maximum stack height which corresponds to the number of registers.

JNukeStackFrame_getMethodDesc
JNukeQoj * get Met hodDesc (const JNukeGbj * this)

Returns the method descriptor.

JNukeStackFrame_getMonitorLock
JNukeQhj * getMnitorLock (const JNukeQhj * this)

If the method of this stackframe is a synchronized method, getMonitorLock returns the
corresponding lock.

JNukeStackFrame_getRefCounter
int getRefCounter (const JNukeChj * this)

Returns the reference counter.

JNukeStackFrame_getRegisters
JNukeRegi ster * getRegisters (const JNukeChj * this)

Returns the register set.

JNukeStackFrame_getResultRegister
voi d get Resul t Regi ster (JNukeCbj * this, int *resReg, int *resLen)

Returns the result register and its length.

JNukeStackFrame_getReturnPoint
int getReturnPoint (const JNukeChj * this)

Returns the return point. Returns -1 iff no return point is defined.

JNukeStackFrame_new
JNukeQoj * new (JNukeMem * nem
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JNukeStackFrame_removeMilestone

int renoveM | estone (JNukeChj * this)
Removes the last milestone.

JNukeStackFrame_rollback

int rollback (JNukeChj * this)

Backs up a stackframe state. Returns 1 if there was at least one milestone remaining.
Otherwise, rollback() returns with 0.

JNukeStackFrame_setMethodDesc
voi d set Met hodDesc (JNukeCbj * this, JNukeOhj * nethoddesc)

Sets the method description. The register set is created according the number of regis-
ters and locals from the descriptor.

JNukeStackFrame_setMilestone

void setMlestone (JNukeChj * this)

Sets a milestone at the current stack frame. The register set is cloned and copyied to
the stack.

JNukeStackFrame_setMonitorLock

voi d setMonitorLock (JNukeGhj * this, JNukeChj * |ock)
Sets the monitor lock, called when the virtual machine enters a synchronized method.

JNukeStackFrame_setResultRegister

voi d setResul t Regi ster (JNukeGhj * this, int resReg, int resLen)
Sets the result register and its length.

JNukeStackFrame_setReturnPoint

voi d setReturnPoint (JNukeChj * this, int rp)
Sets the return point.

A.14 JINukeThread

JNukeThread stores information about the state of a Java thread (call stack, flags, etc.).
Each Java thread is assigned to one JNukeThread instance.

JNukeThread_addLock

voi d addLock (JNukeQhj * this, JNukeGhj * |ock)
Adds a lock.
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JNukeThread_canReacquireLocks
int canReacqui reLocks (JNukeQhj * this)

If a thread sleeps because of an invocation of wait(), the thread has to check whether it
is able to reacquire its locks. This method returns 1 if this is possible. Otherwise, the
result is 0 which means that the current thread has to go to sleep again.

JNukeThread_createStackFrame

JNukehj * createStackFrame (JNukeCbj * this, JNukeCbhj * nethod)

Creates a new stack frame on top of the call stack. Returns the stack frame.

JNukeThread_decLockCounter
int decLockCounter (JNukeChj * this)

Decrements the lock counter.

JNukeThread_getCurrentMethod
JNukeQoj * getCurrent Method (const JNukeChj * this)

Returns the method of the top stack frame.

JNukeThread_getCurrentRegisters
JNukeRegi ster * getCurrentRegisters (const JNukeChj * this)

Returns a reference to the current register set.

JNukeThread_getCurrentStackFrame
JNukeQoj * getCurrent StackFrame (const JNukeGbj * this)

Returns the top stack frame.

JNukeThread_getJavaThread
void * getJavaThread (const JNukeChj * this)

Returns the memory reference to the real Java instance of java/lang/Thread.

JNukeThread_getLastHeldLock
JNukeQhj * getLast Hel dLock (const JNukeGhj * this)
Returns the last lock held.

JNukeThread_getLocks
JNukel terator getlLocks (const JNukeChj * this)

Returns a vector of locks owned by this thread.
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JNukeThread_getNumberOfLocks
int get Nunber Of Locks (const JNukeChj * this)

Returns the number of locks owned by this thread.

JNukeThread_getPC
int getPC (const JNukeChj * this)

Returns the current program counter of this thread.

JNukeThread_getPos
int getPos (const JNuke(oj * this)

Returns the position of this thread in the runtime environement’s thread vector.

JNukeThread_getStackLevel
int getStackLevel (const JNukeCbj * this)
Returns the height of the call stack.

JNukeThread_incLockCounter
int incLockCounter (JNukeGhj * this)

Increments the number of locks owned by this thread.

JNukeThread_interrupt
void interrupt (JNukeChj * this)

Interrupts a thread. The interrupt flag is set to true. If another thread has joined this
thread InterruptedException is thrown.

JNukeThread_isAlive
int isAlive (const JNukeCbj * this)

Says whether the thread is alive.

JNukeThread_isInterrupted
int islnterrupted (const JNukeGbj * this, int clearFlag)

Says whether the thread has been interrupted.

JNukeThread_isReadyToRun
int isReadyToRun (const JNukeChj * this)

Returns the value of the flag readyToRun.
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JNukeThread_isWaiting
int isWaiting (const JNukeQhj * this)

Returns the value of the flag waiting.

JNukeThread_isYielded
int isYielded (const JNukeChj * this, int clearFlag)

Returns 1 if the current thread is yielded. Otherwise, 0.

JNukeThread_join
void join (JNukeQbj * this, JNukeGbj * thread)
Adds a thread to the join list of this thread.

JNukeThread_new
JNukeQoj * new (JNukeMem * nem

JNukeThread_pendingInterruptedException
int pendi ngl nterruptedException (const JNukeCbj * this, int clear)

Returns 1, if the current thread has to handle a InterruptedException. A sleeping thread
that has invoked either join or wait, has to check this after being rescheduled.

JNukeThread_popStackFrame
JNukeQoj * popStackFrame (JNukeQbj * this)

Removes the top stackframe and returns the pointer to this stackframe.

JNukeThread_reacquireLocks
int reacquireLocks (JNukeChj * this)

Has to be called prior to schedule a thread in order that locks that need to be locked can
be acquired again. If the locks could be acquired the result is 1. Otherwise, the result
is 0 and the thread is put back to the wait set of this lock.

JNukeThread_removeLock
voi d renoveLock (JNukeQhj * this, JNukeQhj * |ock)

Removes a lock from the thread’s lock list.

JNukeThread_removeMilestone
int renoveM | estone (JNukeChj * this)

Removes the last milestone.
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JNukeThread_rollback
int rollback (JNukeCbj * this)

Backs up the the thread state. If there is at least one milestone this method returns with
1. Otherwise, 0.

JNukeThread_setAlive
void setAlive (JNukeQoj * this, int alive)

Sets the flag alive. If the flag is set to O all joined threads are woken up.

JNukeThread_setJavaThread
voi d setJavaThread (JNukeQbj * this, void *thread)

Assigns this thread a real Java thread instance.

JNukeThread_setJoining
void setJoining (JNukeCbj * this)

Sets the flag joining to true.

JNukeThread_setMilestone
void setMlestone (JNukeChj * this)

Sets a milestone for this thread and for each stackframe which belongs to this thread.

JNukeThread_setPC
voi d setPC (JNukeQhj * this, int pc)

Sets the current program counter.

JNukeThread_setPos
voi d setPos (JNukeChj * this, int pos)

The runtime environment keeps a vector of threads. The position in this vector is
unique. Method setPos is called by the runtime environment in order to inform the
thread about its position in this vector. This position can be used as thread identifier.

JNukeThread_setReadyToRun
voi d set ReadyToRun (JNukeCbj * this, int readyToRun)

Sets this thread readyToRun. Usually, this succeeds and the return value 1. However,
if the thread is sleeping and is not able to relock its locks the method returns with 0 and
the thread is not set ready to run.
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JNukeThread_setRuntimeEnvironment
voi d set RuntineEnvironment (JNukeCbj * this, JNukeChj * renv)

Sets the runtime environment.

JNukeThread_setWaiting

void setWaiting (JNukeQhj * this, void *object, int n)
_Sets this thread waiting.

Ionb.ject — object on which wait() was performed.

n — number of times the object lock was acquired.

JNukeThread_yield
void yield (const JNukeChj * this)

Yields a thread, which means, that the current thread gives other threads the chance to
run.

A.15 JNukeVirtualTable

JNukeVirtualTable contains a table with method descriptors and references to the ac-
tual implementations. Each Java class has a INukeVirtual Table assigned to its instance
descriptor (JNukelnstanceDesc). Class JNukeVirtualTable provides methods for reso-
lution of virtual, static, and special methods.

JNukeVirtualTable_build

void build (JNukeQoj * this, JNukeOhj * class, JNukeChj * cl Pool)
!3ui|ds a virtual table out of the declared class. Called once for each class.

::rl]éss — (JNukeClass)

JNukeVirtualTable_finalize
void finalize (JNukeQoj * this, JNukeCbj * vtables)

Completes the vtable by inserting each method of any super vtables into the local
method map

in:

vtables — Vector of all existing vtables
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JNukeVirtualTable_findSpecial
JNukeOoj * findSpecial (const JNukeQbj * this, JNukeQhj * func, int *isNative)

Find a special method by its complete signature.
in:
func — the method desriptor

out:

A pointer to JNukeMethod that points to the according method

If no corresponding method could be found the method fails. That
means NULL is returned

JNukeVirtualTable_findSpecialByName

JNukeQbj * findSpecial ByName (const JNukeGbj * this, const char *class_nane,
const char *method_nane, const char *signature, int *native)

Finds a special method described by a class name, method name, and a signature. This
method is used if no method descriptor is available.

in:

class_name — char buffer

method_name — char buffer

signature — char buffer

out:

Returns a pointer to JNukeMethod that points to the according method
If no corresponding method could be found the method fails. That
means NULL is returned

JNukeVirtualTable_findVirtual

JNukeQoj * findVirtual (const JNukeQbj * this, JNukeQhj * func, int *isNative)

Finds a virtual machine by its complete signature.
in:
func — the method descriptor

out:

Returns a pointer to JNukeMethod that points to the according method
If no corresponding method could be found the method fails. That
means NULL is returned.

JNukeVirtualTable_findVirtualByName

JNukeQbj * findVirtual ByName (const JNukeGbj * this, const char *nmethod_nane,
const char *signature, int *native)

Finds a virtual method described by a method name and a signature. This method is
used if no method descriptor is available.
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in:
method_name — char buffer
signature — char buffer

out:

Returns a pointer to JNukeMethod that points to the according method
If no corresponding method could be found the method fails. That
means NULL is returned

JNukeVirtualTable_getClass
JNukeQoj * getC ass (const JNukeGbj * this)

Returns the class description assigned with this virtual table.

JNukeVirtualTable_getMethods
JNukeoj * get Methods (const JNukeChj * this)

Returns the map of methods.

JNukeVirtualTable_new
JNukeQoj * new (JNukeMem * nem

A.16 JNukeVM State

This class holds a snapshot of the state of the VM. At the moment, this is the current
method, program counter, and the current line. This class can be extended (or sub-
classed) if necessary (current register set, current set of threads, ...). A JNukeVMBt at e
instance may be used for storing historical VM states for logging or reporting of inter-
esting states.

Usage

Creation of a snapshot of the current VM:

vinstate = JNukeVMState new (this->nenj;
JNukeVMBt at e_snapshot (vmstate, rtenv);

JNukeVMState getCounter
int getCounter (const JNukeCbj * this)

Returns the byte code counter
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JNukeVMState_getCurrentThreadld
int getCurrentThreadld (const JNukeCbj * this)

Returns the id of the current thread

JNukeVMState getLineNumber
int getLineNunber (const JNukeCbj * this)

Returns the line number

JNukeVMState getMethod
JNukehj * get Method (const JNukeCbj * this)
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Returns the method that was being executed at the time when the snapshot was taken.

JNukeVMState getPC
int getPC (const JNukeChj * this)

Returns the program counter

JNukeVVMState_new
JNukeQoj * new (JNukeMem * nen)

JNukeVMState_setCounter
voi d setCounter (JNukeCbj * this, int counter)

Sets the byte code counter

JNukeVMState_setCurrentThreadld
voi d setCurrent Threadl d (JNukeCbj * this, int threadld)

Sets the id of the current thread

JNukeVMState_setLineNumber
voi d setLineNunmber (JNukeCbj * this, int |ineNunber)

Sets the line number

JNukeVMState _setMethod
voi d setMethod (JNukeGbj * this, JNukeChj * nethod)

Sets the method of this vmstate.
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JNukeVMState_setPC
voi d setPC (JNukeCoj * this, int pc)

Sets the program counter

JNukeVMState snapshot
voi d snapshot (JNukeQbj * this, JNukeChj * rtenv)

Takes a snapshot of the current runtime environment

A.17 JNukeWaitList

Each Java instance is assigned to a wait list. Threads that call wai t on an instance are
inserted into the wait list of the instance. A thread in a wait list lies dormant until it is
either awakened by notify ornotifyAl.

JNukeWaitL.ist_count
int count (JNukeChj * this)

Removes the number of thread in the wait list.

JNukeWaitL.ist_insert
void insert (JNukeQbj * this, JNukeChj * thread)

Inserts a thread into the wait list (and sets the readyToRun flag to 0)

JNukeWaitList_new
JNukeQbj * new (JNukeMem * mem

JNukeWaitList_removeMilestone
voi d renoveM | estone (JNukeChj * this)

Removes the last milestone.

JNukeWaitList_resumeAll
voi d resumeAll (JNukeCbj * this)

Wakes all threads in the wait list up (which means that they become ready to run).
Threads woken up are removed from the wait list.

JNukeWaitList_resumeNext
JNukeQoj * resumeNext (JNukeCbj * this)

Wakes up the thread sleeping for the longest time
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JNukeWaitL.ist_rollback
void rollback (JNukeQhj * this)

Backs up the last state of the wait list.

JNukeWaitL.ist_setMilestone
voi d setMlestone (JNukeQhj * this)

Sets a milestone.

A.18 JNukeWaitsetM anager

Class JNukeWaitsetManager manages all wait lists. Its interface provides among other
things the three methods wai t, noti fy, and noti fyAl | .

JNukeWaitSetManager_new
JNukeQoj * new (JNukeMem * nenj

JNukeWaitSetManager_notify
JNukeQhj * notify (void *object)

Wakes up the next sleeping thread from the wait list assigned to this object

JNukeWaitSetManager_notifyAll
void notifyAll (void *object)

Awakens all sleeping threads that are in the wait set assigned to this object.

JNukeWaitSetManager _removeMilestone
voi d renoveM | estone (JNukeCbj * this)

Removes the last milestone.

JNukeWaitSetManager_rollback
void rollback (JNukeQhj * this)

Backs up to the last state of the wait set manager.

JNukeWaitSetManager_setMilestone
voi d setMlestone (JNukeQhj * this)

Sets a milestone.
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JNukeWaitSetManager_wait
int wait (JNukeGhj * this, void *object, JNukeCbj * thread)

Performs a wait operations. This means that the current thread releases the object
lock completely and is going to sleep in the wait queue. If the this thread is not the
owner of the lock, which is illegal according the Java spec, this method returns with 0.
Otherwise, 1.
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Code Examples

B.1 JNukeHeapM anager ActionEvent

Listing B.1 : The struct JNukeHeapManager Act i onEvent

struct JNukeHeapManager Acti onEvent
{

/** the heap manager that has issued this event */
JNukeQbj *issuer;

/** base pointer to the instance */
voi d *instance;

/** the offset to the field. addr = instance + offset */
int offset;

/** size of the field (4 or 8 bytes) */
int size;

/** reference to the instance descriptor */
JNukebj *instanceDesc;

/** name of the class. NULL for arrays */
JNukeQbj *cl ass;

/** name of the field. NULL for arrays */
JNukeQbj *field;

B.2 Methodlnvocation

Listing B.2 : Met hodl nvocati on. j ava: performs many method invocations

cl ass Methodl nvocation {

int fooO(int i) { returni +1; }
int fool(int i) { returni +1; }
int foo2(int i) { returni +1; }
int foo3(int i) { returni +1; }

int foo499(int i) { returni +1; }
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public static void min(String[] args) {
Test7 t = new Test7();
int j =0;
int i;

for (i=0; i<4000; i++)

{
j +=t.foo0( i );
j +=t.fool( i );
i = t.00499( i ):
}

}
}

B.3 ReadManyFields

Listing B.3 : ReadManyFi el ds. j ava: performs read and write field accesses

cl ass ReadManyFi el ds {
static long a;
static | ong al;
static |l ong az;

static | ong a5000;

public static void min(String[] args) {
for (int i=0; i<200; i++)

{
a=a+t4
al = al + 4
a2 = a2 + 4

a5000 = a5000 + 4;
}
1
}

B.4 Iteration

Listing B.4 :lteration.java: aloop with 100°000°000 iterations

int i;
for (i =0; i < 100000000; i++)

}
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B.5 Array

Listing B.5 : Array.|java: iteration over an array of 10°000°000 elements

int i,j;
int a[] = new i nt[10000000];
for (j=0; j < 10; j++)
{
for (i=0; i < 10000000; i++)
{

ali] =i +1;

B.6 MultiArray

Listing B.6 : Milti Arrayl.java: iteration of a six dimensional array

int ab,c,def;
int array[][][][][]1[] = new int[10][10][10][10][10][10];

for (a=0; a < 10; a++) {
for (b=0; b < 10; b++) {
for (c=0; ¢ < 10; c++) {
for (d=0; d < 10; d++) {
for (e=0; e < 10; e++) {
for (f=0; f < 10; f++) {
array[a][b][c][d][e][f] =a+b+c+d+e+f;

B.7 DoubleOp

Listing B.7 : Doubl eQp. j ava: double operations performed in a loop

public cl ass Doubl eOp {
doubl e a,b,c,d,e,f;

voi d go() {

int i;

for (i=0; i < 1000000 * 2; i++) {
a=1i *0.002 + c;
b = (f Ioat) a* (float) 2.0;
c=(b b) *i;
d=b+a
e =3.141 *d+a+b
f =0.0;

}

}

public static void main(String[] args) {
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Test8 test = new Test8();
test.go();

}

B.8 BubbleSort

Listing B.8 : Bubbl eSort.java: an example implementation of bubble sort.

cl ass Bubbl eSort {

public static void min(String[] args) {
int max = 10000;

int i, j, t, n=mx- 1

bool ean s = fal se;

int[] a =newint[mx];

for (i =0; i <max; i++)
afi] = mx - i;

for (i =0; i <n; i+

{
s = fal se;

for (j=n; j>i; j--)

f{f (alj] <alj-1)

t=afjl;
a[j] = a[j-1];
afj-1] =t;
s = true;
}
}
if (!s)
br eak;
}
bool ean res = true;
for (i =0; i <max; i++)
{
res =res & afi] =i + 1;
}
Systemout. printin(res);

}
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B.9 JASPA

Listing B.9 : MccaJaspa. j ava: Jaspa benchmark with matrix mcca

115

public cl ass McaJaspa{
public static final double CPUMN = 2.0;

public static void main (String[] args) throws Exception

{
int nrun, nz, n;
| ong endTi ne;
long startTine = 0;
int[] irn;
int[] jcn;
doubl e[] val;
n = 180;
nz = 2659;
irn = irn_val ues;
jecn = jcn_val ues;
val = new doubl e[ nz];
for (int j =0; j <nz; j++) {
val[j] = 1.0;
}
int[] ia=newint[n+2]; //extra space for FORTRAN style
int[] ja =newint[nz+l]; //extra space for FORTRAN style
doubl e[] a = new doubl e[ nz+1]; //extra space for FORTRAN style
ijval 2csr(n,nz,irn,jcn,val,ia, ja, a);
int m=n;
int nzi;
doubl e[] c;
for (nrun = 1;;nrun++){
nzl = spmatnul _size(n, m ia,ja, ia, ja);
/1 allocate space for the nultiplication
int[] ic = newint[n+2]; //extra space for FORTRAN style
int[] jc = newint[nz1+l]; //extra space for FORTRAN style
¢ = new doubl e[nz1+1]; //extra space for FORTRAN style
spmat nul _doubl e(n,ma,ia,ja,aiaja,c,ic,jc);
if (nrun > 100) break;
}
/'l check the answer: average entry val ue
doubl e avg = 0;
for (int j =1; ) <=nzl; j++) {
avg = avg + c[j];
}//end main

public static void ijval2csr(int n, int nz,

int[] irn, int[] jcn, doubl e[] val,
int[] ia int[] ja, double[] a) {

int i,iijj;

/'l convert to conpact sparse row format
int[] nrow = newint[n+2];//extra space for FORTRAN style

for (i =1; i <=n+l; i+4) {

nrowi] = 0;
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1
for (i =0; i <nz; i+ {

nrowirn[i]] = nrowfirn[i]] + 1;

ia[l] =1;// [1]: fortran style
for (i =1; i <=n; i++) {
ia[i+l] =ia[i] + nrowi];

}

for (i =1; i <=n+l; i++) {
nrowi] =ialil];

}

for (i =0; i <nz; i++) {
il =irn[i];
i =jenlil];

jalnrowlii]] =jj;
a[nrowii]] =val[i];
nrowii] =nrowfii] + 1;

}//end method ijval 2csr
static int spmatmul _size(int n, int m
int[] iaint[] ja,

int[] ib,int[] jb)

{

int i,j,k,nz, icol_add;

int[] mask = newint[ml]; //nmel rather than m fortran style

for (i =1; i <=m i++) mask[i] =-1; // start from1l: fortran style
nz = 0;
for (i =1, i <=n; i++) [/ fortran style

{

for (j =iafi]; j <ia[i+l]; j++)

int neigh =ja[j];
for (k = ib[neigh]; k < ib[neigh+l]; k++)
{

icol _add = jb[K];
if (mask[icol _add] !=1i)

{
nz++;
mask[icol _add] =i; // add mask
}
}
}
return nz;

}

static void spmat mul _doubl e(
intn intm
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doubl e[] a, int[] iaint[] ja,
doubl e[] b, int[] ib,int[] jb,
doubl e[] ¢, int[] ic,int[] jc)

{

int nz;

int i,j,kI,icol,icol_add;
doubl e aij;

i nt nei ghbour;
int[] mask = newint[ml]; // extra space for FORTRAN |like array indexing
for (I =1; | <=m |++) mask[|] = 0; // starting fromone for FORTRAN |ike array index

ic[0] =1,
nz = 0;
for (i =1; i <=n; i++) { /] starting fromone for FORTRAN |ike array index
for (j =iali]; j <ia[i+l]; j++){
nei ghbour =ja[j];
aij =aljl;
for (k = ib[neighbour]; k < ib[neighbour+l]; k++){
icol _add = jb[k];
icol = mask[icol _add];
if (icol ==0) {
jc[++nz] = icol _add;
c[nz] = aij*b[k];
mask[icol _add] = nz;
}
el se {
c[icol] += aij*b[k];
1
}

for (j =icl[i]; j <nz +1; j++) mask[jc[j]] = O;
ic[i+l] = nz+1,

}
}

static int spmatmul _flops(int n, int m
int[] iaint[] ja,
int[] ibint[] jb)

{

int i,j,k,nz, icol_add,flops;

int[] mask = newint[ml]; //nmel rather than m fortran style

for (i =1; i <=m i++) mask[i] =-1; // start from1l: fortran style
nz = 0;
flops = 0;
for (i =1; i <=n; i++) [/ fortran style
{

for (j =ial[i]; j <ia[i+l]; j++)

int neigh=ja[jl;
for (k = ib[neigh]; k < ib[neigh+l]; k++)
{
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icol _add = jb[k];
flops += 2;
if (mask[icol _add] !=1i)

nz++;

mask[icol _add] =i; // add mask

}

}
}

flops += nz;
return flops;
}
static int jen_values[] ={ ... }; /* input data */
static int irn_values[] ={ ... }; /* input data */

}//end Spmatnul class

B.10 JGFCrypt

Listing B.10 : JGFCrypt BenchSi zeA. j ava: main class

/‘k‘k‘k‘k‘k‘k‘k‘k"k"k"k***************‘k‘k‘k‘k‘k‘k***********************‘k‘k********‘k********

*

Java Gande Forum Benchmark Suite - Thread Version 1.0
produced by

Java G ande Benchnarking Proj ect

Edi nburgh Paral I el Conputing Centre
emai | : epcc-javagrande@pcc. ed. ac. uk

*
*
*
*
*
*
at *
*
*
*
*
*
*

This version copyright (c) The University of Edinburgh, 2001. *

All rights reserved.

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
* *
*

(AR EEEEREEEEEEEEEEEAEEEEEEEEEEEEREEEREEEEEEEEEEEREEEEEEEEEEEEEEREEEEREREY

public class JG-Crypt BenchSi zeA
public static int nthreads;
public static void main(String argv[]){
nthreads = 2;

JGFCrypt Bench cb = new JGFCrypt Bench(nt hreads) ;
ch. JGFrun(0);
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Listing B.11 : JG-Crypt Bench. j ava: benchmark driver

RS SRR SRS SR EEEEEEEEEEEREEEEREREEEEEEREEEREEEEREREEEEEEEEEEER]

* *
* Java Gande Forum Benchmark Suite - Thread Version 1.0 *
* *
* produced by *
* *
* Java G ande Benchmarking Project *
* *
* at *
* *
* Edi nburgh Paral l el Conputing Centre *
* *
* emai | : epcc-javagrande@pcc. ed. ac. uk *
* *
* *
* This version copyright (c) The University of Edinburgh, 2001. *
* All rights reserved. *
* *
*

‘k‘k***************************‘k‘k‘k*************************‘k‘k‘k‘k‘k***********/

public class JG-CryptBench ext ends |DEATest {

private int size;
private int datasizes[]={3000000, 20000000, 50000000} ;
public static int nthreads;

publ i ¢ JG-CryptBench(i nt nthreads)
{

t hi s. nt hreads=nt hr eads;

}

public voi d JGrsetsize(i nt size){
this.size = size;

}

public void JGinitialise(){
array_rows = datasizes[size]
bui | dTest Dat a() ;

}

public voi d JGkernel (){
} Do();

public void JGvalidate(){
bool ean error;

error = fal se;

for (int i =0; i <array_rows; i++){

error = (plainl [i] !=plain2 [i]);

if (error){
Systemout. println("Validation_failed");
Systemout.printIn("Criginal Byte " +i + " =" + plainl[i]);
Systemout. println("Encrypted _Byte " + i + " _=_" + cryptl[i]);
Systemout.printin("Decrypted Byte " +i + " =" + plain2[i]);
/] break;

}
}
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public void JGtidyup(){
freeTestData();

}

public void JGrun(int size){

JGFset si ze(si ze);
JGFinitialise();
JGFkernel ();
JGFvalidate();
JGFtidyup();

Listing B.12 : | DEARunner . j ava: worker thread

cl ass | DEARunner i npl ement's Runnable {

int id, key[];
byte text1[],text2[];

public IDEARunner(int id, byte [] textl, byte [] text2, int [] key) {
this.id =id;

this.textl=textl;

thi s.text2=text?2;

t hi s. key=key;

}
/*
* run()
*
* | DEA encryption/decryption algorithm It processes plaintext in
* 64-bit blocks, one at a tine, breaking the block into four 16-bit
* unsi gned subbl ocks. It goes through eight rounds of processing
* using 6 new subkeys each tine, plus four for |ast step. The source
* text isin array textl, the destination text goes into array text2
* The routine represents 16-bit subbl ocks and subkeys as type int so
* that they can be treated nore easily as unsigned. Miltiplication
*

modul o 0x10001 interprets a zero sub-block as 0x10000; it nust to
*fit in 16 bits.

x|
public void run() {
int ilow iupper, slice, tslice, ttslice;
tslice = textl.length / 8;
ttslice = (tslice + JGCryptBench. nthreads-1) / JG-Crypt Bench. nt hr eads;
slice = ttslice*8;
ilow = id*slice;
i upper = (id+1)*slice;
i f(iupper > textl.length) iupper = textl.length;
int il=ilow Il Index into first text array.

int i2=ilow /1 Index into second text array.
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int ik;

int x1, x2, x3, x4, t1, t2; // Four "16-bit" blocks, two tenps.

/1 Index into key array.

int r; /1 Eight rounds of processing.
for (int i =ilow; i <iupper ; i +=8)
{

ik =0; /1 Restart key index.

r =8 /1 Eight rounds of processing.

/'l Load eight plainl bytes as
/1 Masking with Oxff prevents

x1 = text1[il++] & Oxff;

X2 = text1[i1++] & Oxff;
X2 | = (text1[i1l++] & Oxff) << 8;
X3 = text1[i1++] & Oxff;
X3 |= (text1[i1l++] & Oxff) << 8;
x4 = text1[i1++] & Oxff;
x4 | = (text1[i1++] & Oxff) << 8;

do {
Il
11
x1

1
1

X2

1
1

x3

1
1

x4
Il
t2

1
1

1
/1

t2
1
tl

1
1

1) Miltiply (modul o 0x10001), 1st text sub-block
with 1st key sub-bl ock.

= (int) ((long) x1 * key[ik++] % 0x10001L & Oxffff);

2) Add (rmodul o 0x10000), 2nd text sub-block
with 2nd key sub-bl ock.

= x2 + key[ik++] & Oxffff;

3) Add (rodul o 0x10000), 3rd text sub-block
with 3rd key sub-bl ock.

= x3 + key[ik++] & Oxffff;

4) Miltiply (nodul o 0x10001), 4th text sub-block
with 4th key sub-bl ock.

= (int) ((long) x4 * key[ik++] % 0x10001L & Oxffff);
5) XORresults fromsteps 1 and 3.
=x1 " x3;

6) XORresults fromsteps 2 and 4.
I'ncluded in step 8.

7) Multiply (modul o 0x10001), result of step 5
with 5th key sub-bl ock.

= (int) ((long) t2 * key[ik++] % 0x10001L & Oxffff);
8) Add (nodul o 0x10000), results of steps 6 and 7.
=t2 + (x2 M x4) & Oxffff;

9) Multiply (modul o 0x10001), result of step 8
with 6th key sub-bl ock.

four 16-bit "unsigned" integers.
sign extension with cast to int.

/1 Build 16-bit x1 from2 bytes,
x1 | = (textl[il++] & Oxff) << 8; // assuming |oworder byte first.

121
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tl = (int) ((long) t1 * key[ik++] % 0x10001L & Oxffff);
/1 10) Add (nodul o 0x10000), results of steps 7 and 9.
t2 =tl +t2 & Oxffff;
/1 11) XOR results fromsteps 1 and 9.
x1 ~=t1,
/1 14) XOR results fromsteps 4 and 10. (Qut of order).
x4 "= 12,
/1 13) XOR results fromsteps 2 and 10. (Qut of order).
t2 "= x2;
/1 12) XOR results fromsteps 3 and 9. (Qut of order).
X2 = x3 M t1;
x3 = t2; /1 Results of x2 and x3 now swapped.

} while(--r !=0); // Repeats seven nore rounds.

/1 Final output transform (4 steps).

[/ 1) Multiply (nodul o 0x10001), 1st text-block
Il with 1st key sub-bl ock.

x1 = (int) ((long) x1 * key[ik++] % 0x10001L & Oxffff);

/1 2) Add (rodul o 0x10000), 2nd text sub-block

/1 with 2nd key sub-block. It says x3, but that is to undo swap
/1 of subblocks 2 and 3 in 8th processing round.

x3 = x3 + key[ik++] & Oxffff;

/1 3) Add (nodul o 0x10000), 3rd text sub-block

/1 with 3rd key sub-block. It says x2, but that is to undo swap
/1 of subblocks 2 and 3 in 8th processing round.

x2 = x2 + key[ik++] & Oxffff;

/1 4) Miltiply (nodul o 0x10001), 4th text-block
Il with 4th key sub-bl ock.

x4 = (int) ((long) x4 * key[ik++] % 0x10001L & Oxffff);

/'l Repackage from 16-bit sub-blocks to 8-bit byte array text?2.

text2[i2++] = (byte) x1;

text2[i2++] = (byte) (x1 >>> 8);

text2[i2++] = (byte) x3; /1 x3 and x2 are switched
text2[i2++] = (byte) (x3 >>>8); // only in nane.
text2[i2++] = (byte) x2;

text2[i2++] = (byte) (x2 >>> 8);

text2[i2++] = (byte) x4;

text2[i2++] = (byte) (x4 >>> 8);

} /1 End for Ioop.
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} /1 End routine.

} // End of class

Listing B.13 : | DETest. | ava: IDEA encryption/decryption

IR E R E R E R E R SRR EEEE R SR E R E R R SRS E SRR EE R R EEEEEEEEEEREREEEEEEEEEEEEEEEES

*

Java G ande Forum Benchmark Suite - Thread Version 1.0
produced by
Java G ande Benchmarking Project

at

emai | : epcc-javagrande@pcc. ed. ac. uk

*
*
*
*
*
*
*
Oiginal version of this code by *
Gabriel Zachmann (zach@ gd. f hg. de) *
*
This version copyright (c) The University of Edinburgh, 2001. *
Al'l rights reserved. *

*

/
*
*
*
*
*
*
*
*
*
* Edi nburgh Paral l el Conputing Centre
*
*
*
*
*
*
*
*
*
*

‘k‘k‘k***************************‘k‘k*************************‘k‘k‘k‘k‘k***********/

/‘k‘k

* ( ass | DEATest

*

* This test perfornms |DEA encryption then decryption. |DEA stands
* for International Data Encryption Algorithm The test is based
* on code presented in Applied Cryptography by Bruce Schnier,

* whi ch was based on code devel oped by Xuejia Lai and Janes L.

* Massey.

**/

import java.util.*;

cl ass | DEATest
{

/1 Declare class data. Byte buffer plainl holds the original

/1 data for encryption, cryptl holds the encrypted data, and
/1 plain2 holds the decrypted data, which should match plainl
/'l byte for byte.

int array_rows;
byte [] plaini; /1 Buffer for plaintext data.

byte [] cryptl,; /1 Buffer for encrypted data.
byte [] plainz /1 Buffer for decrypted data.
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short [] userkey; // Key for encryption/decryption.

int [] Z /1 Encryption subkey (userkey derived).
int [] DK Il Decryption subkey (userkey derived).
voi d Do()

{

Runnabl e thobjects[] = new Runnabl e [ JG-Crypt Bench. nt hr eads] ;
Thread th[] = new Thread [JGFCrypt Bench. nt hreads] ;

/'l Encrypt plainl.

for(int i=0;i<JGCryptBench. nthreads;i++) {
thobjects[i] = new | DEARunner (i, plainl,cryptl, 2);
th[i] = new Thread(thobjects[i]);
thli].start();

/1 thobjects[0] = new | DEARunner (0, pl ainl,cryptl,7);
/1 thobjects[0].run();

for(int i=0;i<JGCryptBench. nthreads;i++) {

try {
thli].join();
1

catch (InterruptedException e) {}

}

/1 Decrypt.

for(int i=0;i<JG-CryptBench. nthreads;i++) {
thobjects[i] = new | DEARunner (i, cryptl, plain2, DK);
th[i] = new Thread(thobjects[i]);
thli].start();

for(int i=0;i<JGCryptBench. nthreads;i++) {
try {
th[i].join();
}

catch (InterruptedException e) {}

}

l*
* buil dTest Dat a

*

* Builds the data used for the test -- each time the test is run.
*/

voi d bui | dTest Data()
{

Il Create three byte arrays that will be used (and reused) for
/1 encryption/decryption operations.
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R T I

plainl = new byte [array_rows];
cryptl = new byte [array_rows];
plain2 = new byte [array_rows];

Random rndnum = new Randon(136506717L); // Create random number generator.

Il Allocate three arrays to hold keys: userkey is the 128-bit key.
Il Zis the set of 16-bit encryption subkeys derived from userkey,
/1 while DK is the set of 16-bit decryption subkeys al so derived

/1 fromuserkey. NOTE: The 16-bit values are stored here in

/1 32-bit int arrays so that the values may be used in cal cul ations
/1 as if they are unsigned. Each 64-bit block of plaintext goes

/'l through eight processing rounds involving six of the subkeys

/1 then a final output transformwith four of the keys; (8 * 6)

Il + 4 = 52 subkeys.

userkey = new short [8]; // User key has 8 16-bit shorts.
Z = newint [52]; /1 Encryption subkey (user key derived).
DK = new int [52]; /1 Decryption subkey (user key derived).

/] Generate user key randomy; eight 16-bit values in an array.
for (int i =0; i <8; i+4)
/1 Again, the random nunber function returns int. Converting
/1 to a short type preserves the bit pattern in the |ower 16

/] bits of the int and discards the rest.

userkey[i] = (short) rndnumnextInt();

/1 Conpute encryption and decryption subkeys.

cal cEncrypt Key();
cal cDecrypt Key();

/1 Fill plainl with "text."
for (int i =0; i <array_rows; i++)

plainl[i] = (byte) i;

/1 Converting to a byte
/'l type preserves the bit patternin the lower 8 bits of the
/1 int and discards the rest.

}

cal cEncrypt Key

Builds the 52 16-bit encryption subkeys Z[] fromthe user key and
stores in 32-bit int array. The routing corrects an error in the
source code in the Schnier book. Basically, the sense of the 7-
and 9-bit shifts are reversed. It still works reversed, but woul d
encrypted code woul d not decrypt with soneone el se’s | DEA code.

private void cal cEncryptKey()

{

int j; [/ Wility variable.
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for (int i =0; i <52; i++) [/ Zero out the 52-int Z array.
Z[i] =0
for (int i =0; i <8; i++) // First 8 subkeys are userkey itself.

Z[i] = userkey[i] & Oxffff; // Convert "unsigned"
/1 short to int.
}

/1 Each set of 8 subkeys thereafter is derived fromleft rotating
Il the whole 128-bit key 25 bits to left (once between each set of
/1 eight keys and then before the last four). Instead of actually
/1 rotating the whol e key, this routine just grabs the 16 bits

/1 that are 25 bits to the right of the corresponding subkey

/1 eight positions bel owthe current subkey. That 16-bit extent
Il straddles two array nenbers, so bits are shifted left in one
/1 menber and right (with zero fill) in the other. For the I|ast

/1 two subkeys in any group of eight, those 16 bits start to

/1 wrap around to the first two nenbers of the previous eight.

for (int i =8; i <52; i+4)
{
j =i %8§;
if (j <6)
{
Z[0i] = ((Z[i -7]>>>9) | (Z[i-6]<<7)) // Shift and conbine.
& OXFFFF; /1 Just 16 bits.
conti nue; /1 Next iteration.
}
if (j ==6) /I Wap to beginning for second chunk.
{ Z[i] = ((Z[i -71>>>9) | (Z[i-14]<<7))
& OxFFFF,
conti nue;
}
/1 j == 7 so wap to beginning for both chunks.

Z[i] = ((Z[i -15]>>>9) | (Z[i-14]<<7))
& OxFFFF;

}

/*
* cal cDecrypt Key

*

* Builds the 52 16-bit encryption subkeys DK[] fromthe encryption-
* subkeys Z[]. DK[] is a 32-bit int array holding 16-bit val ues as

* unsi gned.
*|
private void cal cDecrypt Key()
{
int j, k; /1 I'ndex counters.
int tl, t2, t3; /1 Tenps to hold decrypt subkeys.
tl =inv(Z[0]); /1 Miltiplicative inverse (md x10001).
t2 = - Z[1] & Oxffff; // Additive inverse, 2nd encrypt subkey.

t3 =- Z[2] & Oxffff; // Additive inverse, 3rd encrypt subkey.
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DK[51] = inv(Z[3]); /1 Multiplicative inverse (nod x10001).
DK[50] = t3;
DK[49] = t2;
DK[ 48] = t1;

47; /1 Indices into tenp and encrypt arrays.
4
(int i =0; i <7; i+4)

]

fo

=

t1 = Z[k+4];

DK[j--1 = Z[k++];
DKj--] = t1;

tl = inv(Z[k++]);

t2 = -Z[k++] & Oxffff;
t3 = -Z[k++] & Oxffff;

DK[j--] = inv(Z[k+]);
DK[j--] = t2;
DKj--] =t3;
DK[j--] =t1;
}
tl = Z[k+4];
DK[j--1 = Z[k++];
DK[j--] = t1;
tl = inv(Z[ k++]);
t2 = -Z[k++] & Oxffff;
t3 = -Z[k++] & Oxffff;
DK[j--] = inv(Z[k++]);
DK[j--] = t3;
DK[j--] = t2
DK[j--] = t1;
}
l*
* mul
* Performs nultiplication, modulo (2**16)+1. This code is structured
* on the assunption that untaken branches are cheaper than taken
* branches, and that the conpiler doesn't schedul e branches.
* Java: Must work with 32-bit int and one 64-bit |ong to keep
* 16-bit values and their products "unsigned." The routine assunes
* that both a and b could fit in 16 bits even though they cone in
* as 32-bit ints. Lots of "& OxFFFF" masks here to keep things 16-bit.
* Also, because the routine stores nod (2**16)+1 results in a 2**16
* space, the result is truncated to zero whenever the result would
* zero, be 2**16. And if one of the multiplicands is 0, the result
* is not zero, but (2**16) + 1 minus the other multiplicand (sort
* of an additive inverse nod 0x10001).
* NOTE: The java conversion of this routine works correctly, but
* is half the speed of using Java's modul us division function (%
* on the multiplication with a 16-bit masking of the result--running
* in the Symantec Caje IDE. So it's not called for now, the test
* uses Java %i nstead.
*|

private int nul(int a int b) throws ArithneticException

{

127
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| ong p; Il Large enough to catch 16-bit multiply
/1 without hitting sign bit.

(long) a * b;
(int) p & OxFFFF; /1 Lower 16 bits.

p
b
a=(int) p>>> 16; Il Upper 16 hits.

return (b - a+(b<a?1: 0) & OxFFFF);
}
el se
return ((1 - a) & OxFFFF); // If b = 0, then same as
/1 0x10001 - a.
}
el se /1 1f a=0, then return
return((l - b) & OxFFFF); [/ same as 0x10001 - b.
}

/*

*inv

*

Conpute nul tiplicative inverse of x, modulo (2**16)+1 using
extended Euclid' s GCD (greatest common divisor) algorithm
It is unrolled twice to avoid swapping the meaning of

the registers. And some subtracts are changed to adds.

Java: Though it uses signed 32-bit ints, the interpretation
of the bits withinis strictly unsigned 16-bit.

E R 3

/

private int inv(int x)
{

int to, t1;

int g, y;

if (x <=1) Il Assumes positive x.
return(x); /1 0 and 1 are self-inverse.

t1 = 0x10001 / x; Il (2**16+1)/x; x is >= 2, so fits 16 bits.
y = 0x10001 % x;
if (y=1)

return((l - t1l) & OxFFFF);

to = 1;
do {
qg=x1y,
X=X %Yy,
t0 +=q * t1;
if (x ==1) return(t0);
a=y/x

return((l - t1l) & OxFFFF);
}

/*
* freeTestData

*

* Nulls arrays and forces garbage collection to free up menory.
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*|

voi d freeTestData()

{
plainl = null;
cryptl = null;
plain2 = null;
userkey = nul | ;
Z=null;
DK = nul | ;

1

}

B.11 JGFSeries

Listing B.14 : JGFSeri esBenchSi zeA. j ava: main class

RS SRR EEEREEEEEREEEEEEEEEEEEEEEEREEEEEEREEEEEEREEEREEEEREREEEEEEEEEEER]

*

Java G ande Forum Benchmark Suite - Thread Version 1.0
produced by

Java G ande Benchmarking Project

Edi nburgh Paral l el Conputing Centre
emai | : epcc-javagrande@pcc. ed. ac. uk

*
*
*
*
*
*
at *
*
*
*
*
*
*

This version copyright (c) The University of Edinburgh, 2001. *
All rights reserved. *

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
* *
*

‘k‘k‘k‘k‘k‘k‘k‘k‘k"k"k****************‘k‘k‘k‘k‘k‘k***********************‘k‘k‘k‘k‘k‘k********‘k**/

public cl ass JGSeriesBenchSi zeA
public static int nthreads;

public static void main(String argv[]){
nthreads = 2;

JGFSeri esBench se = new JGFSeri esBench(nt hreads);
se. JGFrun(0);
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Listing B.15 : JG-Seri esBench. j ava: benchmark driver

EEEAEEEEE AR SRR EEEREEEEEEEEEEEEEEEEREEEEREREEEEEEEEEEEEEEEEREEEEEEEEREER]

* *
* Java Grande Forum Benchmark Suite - Thread Version 1.0 *
* *
* produced by *
* *
* Java Grande Benchmarking Project *
* *
* at *
* *
* Edi nburgh Paral |l el Conputing Centre *
* *
* emai | : epcc-j avagrande@pcc. ed. ac. uk *
* *
* *
* This version copyright (c) The University of Edinburgh, 2001. *
* All rights reserved. *
* *
*

*************************************************************************/

public class JG-SeriesBench extends SeriesTest {

public static int nthreads;

private int size;

private i nt datasizes[]={10000, 100000, 1000000} ;
[lprivate int datasizes[]={10,100, 1000};

publ i ¢ JGFSeriesBench(i nt nthreads) {
t hi s. nthreads=nt hr eads;

}

public voi d JGrsetsize(int size){
this.size = size;

}

public void JGinitialise(){
array_rows = datasizes|size];
bui | dTest Dat a() ;

}

public void JGkernel (){
} Do();

public void JGvalidate(){
doubl e ref[][] = {{2.8729524964837996, 0.0},
{1.1161046676147888, -1.8819691893398025},
{0.34429060398168704, -1.1645642623320958},
{0.15238898702519288, -0.8143461113044298}};

for (int i =0; 1 <4; i++){
for (int j =0; j <2; j++){
doubl e error = Math.abs(TestArray[j][i] - ref[i][j]);
if (error > 1.0e-12 ){
/*Systemout.println("Validation failed for coefficient " +

EATEAE
Systemout. println("Conputed value = " + TestArray[j][i]);
Systemout. printIn("Reference value =" + ref[i][j]);*/

}

}

}
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}

public void JGtidyup(){
freeTestData();

}

public void JGrun(int size){

JGFset si ze(si ze);
JGFinitialise();
JGFkernel ();
JGrvalidate();
JGFtidyup();

Listing B.16 : SeriesRunner.java: worker thread
/I This is the Thread

cl ass SeriesRunner i nmpl ements Runnabl e {
int id;
publ i c SeriesRunner(int id){

this.id=id;
1

public void run() {

doubl e onega; /1 Fundanental frequency.
int ilow, iupper,slice;

[lint array_rows=SeriesTest.array_rows;

/1 Calculate the fourier series. Begin by calculating A[Q].

if (id==0) {
SeriesTest. Test Array[ 0] [ 0] =Tr apezoi dl nt egr at e( (doubl €) 0.0, //Lower bound.
(doubl e) 2.0, /'l Upper bound.
1000, Il # of steps.
(doubl e) 0.0, /1 No omega*n needed.
0) / (doubl e)2.0; I/ 0=termADO0].
}

/1 Calculate the fundanental frequency.

/I (2* pi ) [ period...and since the period
/1 is 2, onega is sinply pi.

onega = (doubl e) 3.1415926535897932;

slice = (SeriesTest.array_rows + JGFSeriesBench. nt hreads-1)/JGFSeri esBench. nt hr eads;

ilow = id*slice;
i f(id==0) ilowsid*slice+l;
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i upper = (id+l)*slice;
i f (iupper > SeriesTest.array_rows ) iupper=SeriesTest.array_rows;

for (int i =ilow i < iupper; i++)

{
/1 Calculate Ali] terms. Note, once again, that we
/1 can ignore the 2/period termoutside the integral
/1 since the period is 2 and the termcancels itself
/1 out.

SeriesTest. TestArray[0][i] = Trapezoidl ntegrate((doubl e)O0.0,

(doubl e) 2.0,
1000,
onega * (doubl e)i,
1); /1 1 = cosine term

/1 Calculate the B[i] terms.

SeriesTest. Test Array[1] [

i] = Trapezoi dlintegrate((doubl e)0.0,
(doubl e) 2.0,

1000,
omega * (doubl e)i,
2); /1 2 =sine term
}
}
/*
* Trapezoidlntegrate
*
* Performa sinple trapezoid integration on the function (x+1)**x.
* x0,x1 set the lower and upper bounds of the integration.
* nsteps indicates # of trapezoidal sections.
* omegan is the fundamental frequency tinmes the series menber #.
* select =0 for the AJO] term 1 for cosine terns, and 2 for
* sine terms. Returns the val ue.
*|

private doubl e Trapezoi dlntegrate (doubl e x0, // Lower bound.

doubl e x1, /'l Upper bound.
i nt nsteps, Il # of steps.
doubl e omegan, /1 omega * n.
i nt select) /1 Termtype.
{

doubl e x; /'l I'ndependent vari abl e.

doubl e dx; Il Step size.

doubl e rval ue; /1 Return val ue.

/1 Initialize independent variable.
X = x0;

/1 Calculate stepsize.

dx = (x1 - x0) / (doubl e)nsteps;

[l Initialize the return val ue.
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}
/*

*

*
*
*
*
*
*

/

rval ue = thefunction(x0, omegan, select) / (doubl e)2.0;
/| Compute the other terns of the integral.

if (nsteps !'=1)

{
--nst eps; Il Already done 1 step.
whil e (--nsteps > 0)
{
X += dx;
rval ue += thefunction(x, onegan, select);
}
}

/'l Finish conputation.

rval ue=(rval ue + thefunction(x1, onegan, sel ect) / (doubl e)2.0) * dx;
return(rvalue);

thefunction

This routine selects the function to be used in the Trapezoid
integration. x is the independent variable, onegan is onega * n,
and sel ect chooses which of the sine/cosine functions

are used. Note the special case for select=0.

privat e doubl e thefunction(doubl e x, // Independent variable.

doubl e omegan, /] Orega * term
int select) /'l Choose type.

/'l Use select to pick which function we call.

swi t ch(sel ect)

{
case 0: return(Mth. pow x+(doubl e)1.0,x));
case 1: return(Mth. pow x+(doubl e)1.0,x) * Mth. cos(onegan*x));
case 2: return(Mth. pow x+(doubl e)1.0,x) * Mth.sin(onegan*x));
}

/1 \\ shoul d never reach this point, but the follow ng
/'l keeps conpilers fromissuing a warning message.

return (0.0);
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Listing B.17 : SeriesTest.|ava: performs calculation

EEEAEEEEE AR SRR EEEREEEEEEEEEEEEEEEEREEEEREREEEEEEEEEEEEEEEEREEEEEEEEREER]

*

Java Grande Forum Benchmark Suite - Thread Version 1.0
produced by
Java Grande Benchmarking Project
at
Edi nburgh Paral |l el Conputing Centre
emai | : epcc-j avagrande@pcc. ed. ac. uk

*

*

*

*

*
Oiginal version of this code by *
Gabriel Zachmann (zach@ gd. f hg. de) *
This version copyright (c) The University of Edinburgh, 2001. *

Al rights reserved. *

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
* *
*

*************************************************************************/

l**

* Class SeriesTest

*

Perfornms the transcendental /trigononetric portion of the
benchmark. This test calculates the first n fourier

coefficients of the function (x+1)"x defined on the interval

0,2 (where nis an arbitrary nunber that is set to make the

test last long enough to be accurately measured by the system
clock). Results are reported in number of coefficients calcul ated
per sec.

The first four pairs of coefficients calculated shoud be:
(2.83777, 0), (1.04578, -1.8791), (0.2741, -1.15884), and
(0.0824148, -0.805759).

I . T T

public cl ass SeriesTest

{

/'l Declare class data.

static int array_rows;
public static double [] [] TestArray; // Array of arrays.

l *

* bui |l dTest Data

*

*|

/1 Instantiate array(s) to hold fourier coefficients.
voi d buil dTest Dat a()

/1 Alocate appropriate length for the double array of doubles.
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TestArray = new doubl e [2][array_rows];

*

Do

This consists of calculating the

first n pairs of fourier coefficients of the function (x+1)"x on
the interval 0,2. nis given by array_rows, the array size.
NOTE: The # of integration steps is fixed at 1000.

/

T

voi d Do()

{
int i,j;
Runnabl e thobjects[] = new Runnabl e [ JGFSeri esBench. nt hreads] ;
Thread th[] = new Thread [JGFSeriesBench. nt hreads] ;

/] Start Threads

for(i=0;i<JGSeriesBench. nthreads;i++) {
thobj ects[i] = new SeriesRunner(i);
th(i] = new Thread(thobjects[i]);
thli].start();

}

for(i=0;i<JGSeriesBench. nthreads;i++) {

try {
thli].join();
}

}

catch (InterruptedException e) {}

voi d freeTestData()
{

}
}

TestArray = null; // Destroy the array.

135




136 APPENDIX B. CODE EXAMPLES

B.12 JGFSparseMatmult

Listing B.18 : JG-Spar seMat mul t BenchSi zeA. j ava: main class

/‘k‘k‘k‘k‘k‘k‘k‘k"k"k"k***************‘k‘k‘k‘k‘k‘k***********************‘k‘k********‘k********

*

Java Grande Forum Benchmark Suite - Thread Version 1.0
produced by

Java G ande Benchnarking Proj ect

Edi nburgh Paral |l el Conputing Centre
emai | : epcc-javagrande@pcc. ed. ac. uk

*
*
*
*
*
*
at *
*
*
*
*
*
*

This version copyright (c) The University of Edinburgh, 2001. *
Al rights reserved. *

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
* *
*

(AR EEEEREEEEEEEEEEEAEEEEEREEEEEEREEEREEEEEEEEEEEREEEEEEEEEEEEEEEEEEEREREY

public cl ass JG-SparseMat mul t BenchSi zeA
public static int nthreads
public static void min(String argv[]){
nthreads = 2,
JGFSpar seMat mul t Bench smm = new JGFSpar seMat nul t Bench( nt hr eads)

smm JGFrun(0)

}

Listing B.19 : JGFSpar seMat mul t Bench. j ava: benchmark driver

IEEEAEEEE SRR EEEREEEEEREEEEEEEEEEEEEEEEREEEEEEREEEEEEEEEEEEEEEEREEEEEEEEEEER]

*

Java Gande Forum Benchmark Suite - Thread Version 1.0
produced by

Java Grande Benchmarking Project

Edi nburgh Paral l el Conputing Centre

emai | : epcc-javagrande@pcc. ed. ac. uk

*
*
*
*
*
*
at *
*
*
*
*
*
*

R I T T

This version copyright (c) The University of Edinburgh, 2001. *
All rights reserved. *
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* *

‘k‘k***************************‘k‘k‘k*************************‘k‘k‘k‘k‘k‘k***********/

i nport java.util.Random
public cl ass JG-SparseMat mul t Bench ext ends SparseMatnult {
public static int nthreads;

private int size;
private static final | ong RANDOM SEED = 10101010;

private static final int datasizes_M] = {50000, 100000, 500000} ;
private static final int datasizes_N] = {50000, 100000, 500000} ;
private static final int datasizes_nz[] = {250000, 500000, 2500000} ;
private static final int SPARSE NUM I TER = 200;

/*private static final int datasizes_M] = {5000, 10000, 50000};
private static final int datasizes_N] = {5000, 10000, 50000};

private static final int datasizes_nz[] = {25000, 50000, 250000} ;
private static final int SPARSE_NUMITER = 1; */

Random R = new Randon{ RANDOM SEED) ;

doubl e [] x;
doubl e [] vy;
doubl e [] val;
int [] col;
int [] row
int [] |owsum
int [] highsum

publ i ¢ JG-SparseMat mul t Bench(i nt nthreads) {
t hi s.nthreads = nthreads;

}

public void JGFsetsize(int size){
this.size = size;

}

public void JGinitialise(){

X = RandonVect or (dat asi zes_N si ze], R);
= new doubl e[ dat asi zes_Msi ze]];

val = new doubl e[ dat asi zes_nz[si ze]];

col = new i nt[datasizes_nz[size]];

row = new i nt[datasizes_nz[size]];

int [] ilow= newint[nthreads];

int [] iup = newint[nthreads];

int [] sum= new int[nthreads+l];

| owsum = new i nt [ nthreads+1];

hi ghsum = new i nt [ nt hreads+1] ;

int [] rom = new int[datasizes_nz[size]];

int [] colt = new i nt[datasizes_nz[size]];

doubl e [] valt = new doubl e[ dat asi zes_nz[si ze]];
int sect;

for (int i=0; i<datasizes_nz[size]; i++) {

/'l generate randomrow index (0, M1)
rowi] = Math.abs(R nextint()) %datasizes_Msize];
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/'l generate random col um index (0, N-1)
col[i] = Math.abs(R nextInt()) % datasizes_N size];

val [i] = R nextDoubl e();

}

/'l reorder arrays for parallel deconposition
sect = (datasizes_Msize] + nthreads-1)/nthreads;

for (int i=0; i<nthreads; i++) {
ilowi] = i*sect;
iup[i] = ((i+1)*sect)-1;
i f(iup[i] > datasizes_Msize]) iup[i] = datasizes_Msize];

}

for (int i=0; i<datasizes_nz[size]; i++) {
for (int j=0; j<nthreads; j++) {
Pf((row[i] >=ilowj]) && (rowi] <=iup[j])) {
sunf j +1] ++;
}
}
}

for (int j=0; j<nthreads; j++) {
for (int i=0; i<sj; i++) {
lowsun{j] = lowsun{j] + sunfj-i];
highsun{j] = highsuni{j] + sun{j-i];

}

for (int i=0; i<datasizes_nz[size]; i++) {
for (int j=0; j<nthreads; j++) {
Pf((rowi] >=ilowj]) && (rowi] <=iup[j])) {
rowt [ highsun{j]] =rowi];

colt[highsun{j]] = col[i];
val t[highsunfj]] = val[i];
hi ghsunf j ] ++;
}
}
}
for (int i=0; i<datasizes_nz[size]; i++) {
rowfi] = rowl[i];
col[i] =colt[i];
val[i] =valt[i];
}

}
public void JGkernel (){
SparseMatnmult.test(y, val, row, col, x, SPARSE NUMITER |owsum highsun;
}
public void JGvalidate(){

doubl e refval [] = {75.02484945753453, 150. 0130719633895, 749. 5245870753752} ;
doubl e dev = Math. abs(ytotal - refval[size]);
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if (dev > 1.0e-10 ){
/*Systemout. println("Validation failed");

Systemout.printin("ytotal =" + ytotal +" " + dev + " " + size);*/
}
}
public void JGrtidyup(){
}

public void JGrun(int size){

JGFset si ze(si ze);
JGFinitialise();
JGFkernel ();
JGFvalidate();
JGRti dyup();

}

private static doubl e[] RandonVector(int N, java.util.Random R)

doubl e A[] = new doubl e[N;
for (int i=0; i<N i++4)
Ali] = Ali] = RnextDouble() * le-6;

return A

}
}

Listing B.20 : Spar seRunner . j ava: worker thread

cl ass SparseRunner i npl ement's Runnabl e {

int id nz,row],col[], NUM | TERATI ONS;
doubl e val [],x[];

int lowsunf];

int highsun{];

publ i ¢ SparseRunner(int id, double val[], int row],int col[], double x[], int NUMITERATIONS,i nt nz, int lowsuni], i
this.id =id;
t hi s. x=x;
t hi s.val =val ;
t hi s. col =col ;
t hi s. rowerow
t hi s. nz=nz;
t hi s. NUM_| TERATI ONS=NUM | TERATI ONS;
this.lowsum = | owsum
t hi s. hi ghsum = hi ghsum

nnnnoonoononon

}

public void run() {

for (int reps=0; reps<NUM | TERATIONS, reps++) {
for (int i=lowsunfid]; i<highsunfid]; i++) {
SparseMatmul t.yt[ rowi] ] +=x[ col[i] ] * val[i];
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}
}
}
}

Listing B.21 : SparseMat nul t. j ava: performs the matrix multiplications
/**************************************************************************
* *

* Java Grande Forum Benchmark Suite - Thread Version 1.0 *

* *

* produced by *

* *

* Java Grande Benchmarking Project *

* *

* at *

* *

* Edi nburgh Paral |l el Conputing Centre *

* *

* emai | : epcc-j avagrande@pcc. ed. ac. uk *

* *

* adapted from Sci Mark 2.0, author Rol dan Pozo (pozo@am nist.gov) *
* *

* This version copyright (c) The University of Edinburgh, 2001. *
* Al rights reserved. *

* *

*

(AR EEEEREEEEEEEEEEEAEEEEEEEEEEEEREEEREEEEEEEEEEEREEEEEEEEEEEEEEEEEEEREREY

public cl ass SparseMatnult

{

public static double ytotal = 0.0;
public static double yt[];

/* 10 iterations used to make kernel have roughly
sane granulairty as other Scimark kernels. */

public static void test( double y[], double val[], int row],
int col[], double x[], int NUMITERATIONS, int lowsun{], int highsuni])
{

int nz =val.length;
yt=y;

Spar seRunner thobjects[] = new SparseRunner[ JG-Spar seMat mul t Bench. nt hr eads] ;
Thread th[] = new Thread[ JGFSpar seMat mul t Bench. nt hr eads] ;

for(int i=0;i<JGSparseMatnultBench. nthreads;i++) {
thobj ects[i] = new SparseRunner (i, val,row, col,x, NUM | TERATI ONS, nz, | owsum hi ghsum) ;
th(i] = new Thread(thobjects[i]);
thli].start();

}

for(int i=0;i<JGSparseMatnultBench. nthreads;i++) {

try {
thli].join();
} catch (InterruptedException e) {}
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for (int i=0; i<nz; i++) {
ytotal += yt[ rowfi] ];
}

B.13 Performance

Listing B.22 : The performance program copied from Figure 4.1 of [7] creates a speci-
fied number of threads and a specified number of locks per thread to measure how many
paths the ExitBlock-RW algorithm must search
public class Performance i npl ements Runnable {

static Lock[] I|ocks;

static int nThreads;
static int nLocks;

public static void min(String[] args) {
nThreads = 2; /* depends on the test */
nLocks = 1; /* depends on the test */
| ocks = new Lock[ nLocks] ;

for (int i=0; i<nLocks; i++)
locks[i] = new Lock();

for (int i=0; i < nThreads; i++)
new Perf ormance();

}

publ i c Performance() {
new Thread(t his).start();
}

public void run() {
for (int i=0; i <nLocks; i++)
synchroni zed (locks[i]) {}
}
}

B.14 Deadlock

Listing B.23 : Simple deadlocking example where two threads tries to acquire the
same two locks in a different order.
public cl ass Deadl ock {

private static Integer A
private static Integer B

new | nteger(0);
new | nteger(0);

public static void min(String[] args) {
Thread t1,

t1 = new LockAB(A B);
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tl.start();

synchroni zed(B) {
synchroni zed(A) { }
}
}
}

B.15 Deadlock3

Listing B.24 : A deadlock example where three threads deadlock since the locks are
acquired in a cycle order

public cl ass Deadl ock3 i npl enents Runnabl e {
static Lock a = new Lock();
static Lock b = new Lock();
static Lock ¢ = new Lock();

public static void min(String[] args)
{

new Deadl ock3(0);

new Deadl ock3(1);

new Deadl ock3(2);
}

int order;

publ i ¢ Deadl ock3(i nt order) {
this.order = order;
new Thread(this).start();

}

public void run() {
if (order == 0)
{
synchroni zed (a) {
synchroni zed (b) {
}
1
} elseif (order == 1)
{
synchroni zed (b) {
synchroni zed (c) {

}

} else{
synchroni zed (c) {
synchroni zed (a) {
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B.16 SplitSync

Listing B.25 : Split Sync. | ava: assertion failure due to insufficient locking

public class SplitSync i npl enents Runnable {

static Resource resource = new Resource();

public static void main(String[] args) {
new SplitSync();
new SplitSync();

}

public SplitSync() {
new Thread(t his).start();
}

public void run() {
intvy;

synchroni zed (resource) {
y = resource.x;

}

synchroni zed (resource) {
jnuke. Assertion.check( resource.x ==y );
resource.x =y + 1,

}

}
}

Assertion failed at SplitSync.run ()V (line 21) (pc 26)
(thread 1)
(JNukeExi t Bl ock (JNukeSchedul e
(JNukeThreadSwi tch (fromthread 0) (to_thread 0)
(JINukeMet hod "SplitSync.<init>" (JNukeSignature
"V" (JNukeVector))) (pc 7) (line 17))

)...

Figure B.1: A portion of the output produced by the SplitSync problem. The asser-
tion violation is detected, the according current position and the scheduler history are
printed out.

B.17 Dining Philosopher

Listing B.26 : Fork.j ava: class used by dining philosophers

public class Fork {

Phi | osopher owner = nul | ;

publ i c synchroni zed voi d acqui re(Phi |l osopher p)
throws InterruptedException {
while( owner '=null ) { wait(); }
owner = p;



144

}

publ i c synchroni zed void rel ease() {
owner = null;
noti fyAll();
}
}

APPENDIX B. CODE EXAMPLES

Listing B.27 : Phi | osopher. java: class representing a philosopher

publ i c cl ass Philosopher extends Thread
{

Fork I;

Fork r;

int n;

String nane;

publ i ¢ Philosopher(String nane, int n, Fork |, Fork r, bool ean

takeRi ght First)

if ( takeRightFirst )

this.l =r;
this.r = 1;

} else{
this.| =1;
this.r =r;

}

this.n = n;

t hi s.name = nang;

}

public void run() {

int i;

for (i =0; i <n; i+

{
try {
| .acquire(this);
r.acquire(this);
r.rel ease();
|.rel ease();

} catch (InterruptedException e) { return;
}
}
}

Listing B.28 : Di ni ngPhi | 0. j ava: dinining philosophers with three threads

public class DiningPhilo {

public static void main(String[] args) throws InterruptedException {

Fork f1 = new Fork();
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new Fork();

Fork f2 )
new Fork();

Fork f3 =
Phi | osopher pl
Phi | osopher p2
Phi | osopher p3

new Phi | osopher( "sophokles", 1, f1, f2, false);
new Phi | osopher( "euripides", 1, f2, f3, false);
new Phi | osopher( "anaxi mandres", 1, f3, f1, false);

pl.start()
p2.start()
p3.run();

B.18 DeadlockWait

Listing B.29 : Dead| ockWi t : condition deadlock due to a unreleaesed lock
public cl ass Deadl ockWait i npl ements Runnable {

static Lock a
static Lock b

= new Lock();

= new Lock();

public static void main(String[] args) {
new Deadl ockWait (true);
new Deadl ock\Wai t (f al se);

synchroni zed(a) { a.i =0; a.j =0; }
synchroni zed(b) { b.i =0; b.j =0; }
}
bool ean ab;

publ i ¢ Deadl ockWit(bool ean ab) {
this.ab = ab;
new Thread(t his).start();

}

public void run() {
if (ab) {
synchroni zed (a) {
synchroni zed (b) {
2;
a.j;

)i}
nterrupt edException i) {}

i=0; aj =0

} else {
synchroni zed (a) {
ai =1; aj =1;

}

synchroni zed (
b.i =1; b.j =
b.noti fyAll();
}
}
}

b) {
1;
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B.19 Bufferlf

Listing B.30 : Sample bounded buffer class containing a timing-dependent error. The
eng function should use a while instaed of an if. With an if, if the enqueueing thread
is woken up but some other thread executes before it takes control and changes the
condition, the enqueueing thread will go ahead and execute even though the condition
is false.]Buf f er. j ava: bounded buffer with an error in its enqueue method.]Sample
bounded buffer class containing a timing-dependent error. The eng function should use
a while instaed of an if. With an if, if the enqueueing thread is woken up but some
other thread executes before it takes control and changes the condition, the enqueueing
thread will go ahead and execute even though the condition is false.

public class Buffer {

static final int BUFSIZE = 2;

private int first, last;
private Object[] els;

public Buffer() {

first = 0;
last = 0;
el s = new vj ect [ BUFSI ZE] ;

}

publ i ¢ synchroni zed voi d eng(Cbject x) throws InterruptedException {
if ((last+l) % BUFSIZE == first ) /* BUG */
this.wait();
jnuke. Assertion. check((last+l) %2 != first);
el s[last] = x;

last = (last+1) % BUFSI ZE;

this.notifyAll();
}

publ i c synchroni zed Object deq() throws InterruptedException {

while (first == last)
this.wait();

oj ect val = els[first];

first = (first+l) % BUFSI ZE;
this.notifyAl();

return val;
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Listing B.31 : Producer. j ava: producer thread writing into the buffer

public class Producer inpl ements Runnable {
private Buffer buffer;

publ i c Producer(Buffer b) {
buffer = b;

}

public void run() {
try {
for (int i=0; i<2; i++4)
buffer.eng(this);
} catch (InterruptedException i) {}
}
}

Listing B.32 : Consuner. j ava: consumer thread reading from the buffer

public class Consumer inpl ements Runnable {
private Buffer buffer;

publ i ¢ Consuner(Buffer b) {
buffer = b;

}

public void run() {
try {
for (int i=0; i<4; i++4)
buffer.deq();
} catch (InterruptedException i) {}

Listing B.33 : Buffer|f: producer-consumer problem with two producers and one
consumer thread

public class Bufferlf {
static final int IP=2;

public static void min(String[] args) {
Buffer b = new Buffer();

new Thread( new Producer(b)).start();
new Thread( new Producer(b)).start();
new Thread( new Consumer(b)).start();
}
}

B.20 BufferWhile
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Listing B.34 : A correct bounded buffer where the invariant is rechecked when the
producer thread is rescheduled.]Buf f er 2. j ava: bounded buffer with a correct enqueue
method]A correct bounded buffer where the invariant is rechecked when the producer
thread is rescheduled.

public class Buffer2 {

static final int BUFSIZE = 2;
private int first, last;
private Qbject[] els;

public Buffer() {

first = 0;
last = 0;
els = new Obj ect [ BUFSI ZE] ;

}

publ i ¢ synchroni zed voi d eng(Cbject x) throws InterruptedException {

whil e ((last+l) %BUFSIZE == first ) /* fixed */
this.wait();

jnuke. Assertion. check((last+l) %2 != first);

el s[last] = x;
last = (last+1) % BUFSI ZE;
this.notifyAl();

}

publ i c synchroni zed Object deq() throws InterruptedException {
whil e (first == last)
this.wait();

oject val = els[first];
first = (first+l) % BUFSI ZE;
this.notifyAl();

return val;
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Test Cases

This chapter lists all test cases of the virtual machine and the runtime verification tools.
The table below shows the number of test cases.

| Test suite | Number of test cases |
Virtual machine 231
Runtime verification 56

| Total | 287 |

vm/instancedesc

| Number | Description |

0 Calculation of field offsets for a simple class

1 Calculation of field offsets for a class with static fields

2 Calculation of field offsets for a class with multi-inheritance
3 Handling of shadowed variables

Table C.1: Test cases of JNukel nst anceDesc

vm/ar rayinstancedesc

| Number | Description |

0 Creation of array instance descriptors
1 Dereferencing of array types

2 Offset calculation

3 Creation of instances

Table C.2: Test cases of JNukeAr rayl nst anceDesc
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vm/heapmgr
Number | Description
0 Creation of a heap manager
1 Iteration of the instance descriptors
2 Creation of an instance of a simple class
3 Creation of (multidimensional) array instances
4 Read and write array components
5 Read and write components of a two dimensional array
6 C array for performance comparisons. Allows comparison to test case 4 and 5.
7 Out of bounds read and write operations
8 Rollback of an array instance
9 misc
10 Rollback of an array instance
11 Rollback of an instance with class and object fields
12 Component type dereferencing
13 read and write action listener test
14 read and write action listener test
Table C.4: Test cases of JNukeHeapMyr
vm/heaplog

| Number | Description |

0 Logging of field write and read access
1 Logging of field write and read access
2 Creation of a number of objects in connection with several rollbacks
3 Creation of a number of arrays in connection with several rollbacks
4 Release of an non-empty heap log
Table C.5: Test cases of JNukeHeapLog
vm/native

| Number | Description |

0

| Tests endianess issues |

Table C.6: Test cases of JNukeNat i ve




vm/thread

| Number | Description

0 Creates threads, set and test some flags

1 Creation of stack-frames

2 Creation of stack-frames

3 One thread joins another one

4 Sets a thread waiting and tries to reacquire the locks

5 Creation of a milestone

6 Creation of one milestone. One rollback is performed

7 Milestone/Rollback test with a thread owning locks

8 Milestone/Rollback test in connection with stack frames

9 Reference Counting of stack frames

10 Milestone/Rollback test in connection with stack frames

11 Performing of several milestone/rollback operations

12 Milestone/Rollback test in connection with thread’s lock list

13 Last hold lock test used for reverse lock chain analysis

14 toString

Table C.7: Test cases of JINukeThr ead

vm/stackframe

| Number | Description |

0 Creation, cloning, release of a stack frame
1 Sets a milestone
2 Sets a milestone, performs one rollback
3 Sets a milestone, performs one rollback
4 One milestone, performing several rollbacks
Table C.8: Test cases of JINukeSt ackFr ane
vm/waitlist

| Number | Description

0

Inserts threads and performs resumeAll

Inserts threads and resumes each

Cloning of a wait list

Sets a milestone

One milestone and one rollback

Ol B WIN| -

Creates one milestone, performs then several rollbacks

Table C.9: Test cases of JNukeWi t Li st
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vm/lock

| Number | Description |

0 One lock, several threads compete for this lock
One thread acquiring several locks

resume threads waiting on a lock

Creation of several milestones

Creation of milestones, several rollbacks
Creation of several milestones, no rollback

Ol W N| -

Table C.10: Test cases of JNukeLock

vm/lockmgr

| Number | Description

0 Acquires and releases objects locks

Thread dies that still owns locks. Locks are released

Create one milestone. One rollback is performed
Milestone/rollback with changed locks

Creation of several milestone. Several rollbacks are performed
Listener test

O | W|IN| -

Table C.11: Test cases of JNukeLockMyr

vm/waitsetmgr

| Number | Description |

0 Sets two threads waiting

Sets two threads waiting; awaken each by notify

Sets two threads waiting; awaken each by notify

Sets two threads waiting; awaken threads by notifyAll
Sets a milestone

Sets a milestone; performs one rollback

Two awaken threads competing for a lock

One waiting threads which is notified.

~N[( OO AW N

Table C.12: Test cases of JNukeWi t set Myr



vm/vtable

| Number | Description |

0 Creates a vtable of a simple class

1 Creates a vtable of a class with a super class
2 Creates the vtable for java/lang/System

3 Creates the vtable for java/io/PrintStream

4 Creates the vtable for java/lang/String

Table C.13: Test cases of JNukeVi rt ual Tabl e

vm/rtenvironment

Table C.14: Test cases of JNukeRunt i meEnvi r onnment
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Number | Description
0 Loops of 1007000 iterations
1 Reads and writes static fields
2 Reads and writes static fields
3 Creates object and reads instance fields
4 Creates object and reads instance fields
5 Array iteration
6 Creates array of different types
7 Creates a two dimensional array
8 Tests table switch operation
9 Tests lookup switch operation
10 Tests checkcast and instanceof operator
11 Tests monitorEnter and monitorExit operations
12 Sorts an array with Bubble-Sort
13 Reads many fields of an object
14 Creates many objects
15 Reads a shadowed fields
16 Invocation of virtual and static methods
17 Invocation of virtual methods
18 Calls derived virtual methods
19 Calls a static initializer
20 Native call test
21 Performs system.out.printin(...)
22 A program with constant string values
23 Invocation of many static methods
24 Creates some thread instances
25 Creates some thread instances
26 Throws null pointer exceptions
27 Throws and catches array index out of bounds exceptions
28 Throws and catches division by zero exceptions
29 Throws and catches class cast exceptions
30 Creates four milestones
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Number | Description
31 Creates a couple of milestone; performs rollbacks
32 Creates four milestone; performs one rollback
33 Tests rollback/milestone in connection with threads
34 Tests rollback/milestone in connection with the heap manager
35 Tests rollback/milestone in connection with locks
36 Tests null pointer exception and out of bounds exception at Object.arraycopy
37 Tests IllegalMonitorStateExceptions and NullPointerExceptions (wait, notify[All])
38 Tests ClassDefNotFoundError
39 Invocation of methods. Tests parameter and return value handling
40 Compliance test for integer overflows
41 Basic test for register operations
42 Performs float and double cast operations
43 Performs left and right shift operations
44 Performs left and right shift operations for long values
45 Performs and, or, and xor operations
46 Tests jnuke.Assertion
47 Performs further float and double cast operations
48 Performs misc float and double operations
49 Performs negative operations
50 dupX
51 Tests NoClassDefFoundError
52 Experiment from Chapter 5
53 Experiment from Chapter 5
54 Experiment from Chapter 5
55 Experiment from Chapter 5
56 Experiment from Chapter 5
57 Experiment from Chapter 5
58 Experiment from Chapter 5
59 Experiment from Chapter 5
60 Experiment from Chapter 5
61 Experiment from Chapter 5
62 Experiment from Chapter 5
63 Throws NoSuchFieldError and NoSuchMethodException
64 Throws an internal error which is not caught. Output written to error file.




vm/rrscheduler

| Number | Description

0 Two threads, one joins to other one

1 Two threads, one joins to other one

2 Interruption of a thread

3 Invocation of synchronized methods

4 Invocation of synchronized methods

5 Recursive invocation of synchronized methods

6 MonitorEnter and monitorExit test

7 Acquires recursive monitor locks

8 Producer/consumer example

9 Dining philosopher

10 Calls start() twice causing a lllegal ThreadStateException

11 Performs InterruptedException while one thread joins another join

12 Multi-threaded example with a condition deadlock (is detected)

13 Bufferlf example

14 Dining philosopher each eating 3000 times (TTL=5)

15 Dining philosopher each eating 3000 times (TTL=100)

16 Dining philosopher each eating 3000 times (TTL=1000)

17 Dining philosopher each eating 3000 times (TTL=10000)

18 Dining philosopher each eating 3000 times (TTL=100000)

19 Producer/Consumer example (120’000 iterations, 3 threads)

20 Producer/Consumer example (1207000 iterations, 100 threads)

21 JGFCrypt with 2 threads

22 JGFCrypt with 20 threads

23 JGFCrypt with 200 threads

24 JGFSeries with 2 threads

25 JGFSparseMatmult with 2 threads

26 JGFSparseMatmult with 20 threads

27 JGFSeries with 20 threads

Table C.15: Test cases of JNukeRRSchedul er

vm/vmstate

| Number | Description

0 Creates and destroys a virtual machine state

1 Clones and compares virtual machine states

2 Clones and hashes virtual machine states

3 Takes a real snapshot of a runtime environment

Table C.16: Test cases of JNukeVMSt at e
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rv/exitblock

Table C.17: Test cases of JNukeExi t Bl ock

| Number | Description

0 ExitBlock: explores schedules for two threads

1 ExitBlock: two threads acquiring locks in opposite order

2 ExitBlock: three threads acquiring some locks

3 ExitBlock: two threads acquiring some locks

4 ExitBlock: two threads acquiring some locks

5 The same as #0. Additionally, schedules are printed

6 The same as #1. Additionally, schedules are printed

7 The same as #2. Additionally, schedules are printed

8 The same as #3. Additionally, schedules are printed

9 The same as #4. Additionally, schedules are printed

10 ExitBlock: ignoring of yield

11 ExitBlock: discovering of a condition deadlock

12 ExitBlock: deadlocking dining philosophers (two philosophers)

13 ExitBlock: non-deadlocking dining philosophers (two philosophers)
14 ExitBlock: one thread joins another one

15 ExitBlock: one thread joins another one

16 ExitBlock: three deadlocking dining philosophers.

17 ExitBlock-RW: Performance.java from Chapter 5 (1 thread, 1 lock)

18 ExitBlock-RW: Performance.java from Chapter 5 (2 threads, 2 locks)
19 ExitBlock-RW: Performance.java from Chapter 5 (2 threads, 100 locks)
20 ExitBlock-RW: Performance.java from Chapter 5 (3 threads, 1 lock)
21 ExitBlock-RW: Performance.java from Chapter 5 (3 threads, 50 locks)
22 ExitBlock-RW: Performance.java from Chapter 5 (3 threads, 100 locks)
23 ExitBlock-RW: Performance.java from Chapter 5 (4 threads, 20 locks)
24 ExitBlock: Deadlock3 example from Chapter 5

25 ExitBlock-RW: Deadlock3 example from Chapter 5

26 ExitBlock: SplitSync example from Chapter 5

27 ExitBlock-RW: SplitSync example from Chapter 5

28 ExitBlock-RW: two dining philosophers

29 ExitBlock: three deadlocking dining philosophers

30 ExitBlock-RW: three deadlocking dining philosophers (from Chapter 5)
31 ExitBlock-RW: four deadlocking dining philosophers (from Chapter 5)
32 ExitBlock-RW: ten deadlocking dining philosophers (from Chapter 5)
33 ExitBlock-RW: twenty deadlocking dining philosophers (from Chapter 5)
34 ExitBlock: DeadlockWiait example from Chapter 5

35 ExitBlock-RW: DeadlockWait example from Chapter 5

36 ExitBlock: Bufferlf example from Chapter 5

37 ExitBlock-RW: Bufferlf example from Chapter 5

38 ExitBlock: Tests output of strings in connection with rollbacks

39 ExitBlock: Bufferwhile example from Chapter 5

40 ExitBlock-RW: BufferWhile example from Chapter 5

41 ExitBlock: BufferlfNotify example from Chapter 5

42 ExitBlock-RW: BufferlfNotify example from Chapter 5
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43 ExitBlock: tests notify()

44 ExitBlock: tests throwing of assertions and immediate abort of execution

45 ExitBlock-RW: tests throwing of assertions and immediate abort of execution
46 Misc

rvireviockalg

| Number | Description

0 ExitBlock:Creates and destroys a reverse lock chain analyzer instance
ExitBlock: Detects a deadlock due to locks held in reverse order
ExitBlock: Detects a deadlock due to locks held in reverse order
ExitBlock: Example with correct locking order. No deadlock therefore.
The test as #1; instead ExitBlock-RW is used

The test as #2; instead ExitBlock-RW is used

The test as #3; instead ExitBlock-RW is used

ExitBlock: Lock cycle with three threads

ExitBlock-RW: Lock cycle with three threads

O N[O O | WIN| -

Table C.18: Test cases of JNukeRLCAnal yzer
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M iscellaneous

D.1 Supported platforms

The virtual machine has been tested on following architectures:
e Linuxi386
e Mac-0OS X
e Alpha Tru64 Unix
e SPARC v8and v9
Following compilers are tested and supported:
e GCC2.95.3
e GCC3.21

D.2 Code coverage

The virtual machine has a code coverage of 100% as Table D.1 shows:

| Filename | Coverage [%] || Filename [ Coverage [%] |
arrayinstdesc.c 100 || rtenv.c 100
black.c 100 || schedule.c 100
heaplog.c 100 || stackframe.c 100
heapmgr.c 100 || thread.c 100
instancedesc.c 100 || vmstate.c 100
lock.c 100 || vtable.c 100
lockmgr.c 100 || waitlist.c 100
native.c 100 || waitsetmgr.c 100
rbcinstr.c 100 || black.c 100
rrscheduler.c 100 || eraserinfo.c 100
revlockalg.c 100 || exitblock.c 100

Table D.1: Code coverage of the virtual machine computed by gcov.
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D.3 Implemented Java foundation classes

Some test cases need Java foundation classes. At the moment, classes like java/lang/String,
java/lang/Math, etc. are borrowed from the Sun JDK 1.3. However, some classes of
the Java foundation classes have been implemented by myself. Most of them are not
complete as they contain only members used by the test cases. The classes are located
atj nuke/ | og/ v rtenvi ronment / cl asspat h and are listed below:

| Package | Java class

|| Package | Java class

java/io PrintStream java/lang | LinkageError

java/lang | ArithmeticException java/lang | NoClassDefFoundError
java/lang | ArraylndexOutOfBoundsException || java/lang | NoSuchMethodException
java/lang | Class java/lang | NullPointerException
java/lang | ClassCastException java/lang | Object

java/lang | Error java/lang | Runnable

java/lang | Exception java/lang | RuntimeException
java/lang | lllegalArgumentException java/lang | Thread

java/lang | lllegalMonitorStateException java/lang | Throwable

java/lang | lllegalThreadStateException java/lang | NoSuchFieldError
java/lang | IndexOutOfBoundsException java/lang | System

java/lang | InterruptedException jnuke Assertion

Table D.2: Self-implementd Java foundation classes.
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